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Abstra
t
IEEE 802.16 WirelessMAN standard spe
i�es air interfa
e of a �xed point-to-multipointBroadband Wireless A

ess. IEEE 802.16 MAC provides extensive bandwidth allo
a-tion and QoS me
hanisms for various types of appli
ations. However, details of pa
kets
heduling me
hanisms for both downlink and uplink dire
tion are left unspe
i�ed in thestandard. We propose an eÆ
ient QoS s
heduling ar
hite
ture for IEEE 802.16 Wireless-MANs. Our main design goals are to provide delay and bandwidth guarantees for variouskinds of appli
ations and to maintain fairness among various 
ows while still a
hievinghigh bandwidth utilization. We have implemented IEEE 802.16 MAC integrated with ourar
hite
ture in Qualnet 3.6. We also present the simulation analysis of our ar
hite
ture.
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Chapter 1
Introdu
tion

1.1 Broadband Wireless A

essThe rapid growth in demand for high-speed Internet a

ess for residential and business
ustomers has 
reated a demand for \last-mile" broadband a

ess. However, providing\last-mile" broadband a

ess with �ber or 
oax 
able 
an be very expensive, espe
ially indeveloping 
ountries. A 
heaper solution is Broadband Wireless A

ess (BWA). Broad-band is a transmission fa
ility where bandwidth is wide enough to 
arry multiple voi
e,video or data 
hannels simultaneously. BWA is 
apable of providing high speed networka

ess to a broad geographi
 area with rapid 
exible deployment at low 
ost. Otheradvantages of BWA are high s
alability, lower maintenan
e and upgrade 
osts.The IEEE 802.16 standard was developed to produ
e high performan
e BWA systems.The standard spe
i�es a WirelessMAN air interfa
e for �xed point to multi-point BWAsystems [1℄. A Wireless MAN 
onsists of at least one radio Base Station (BS) and oneor more Subs
riber Stations (SS) with a �xed point-to-multipoint topology as shown in�gure 2.1. It standardizes a 
ommon MAC proto
ol that works with various physi
al layerspe
i�
ations. It has been designed to address systems operating in 10-66 GHz frequen
yrange. BS is the 
entral entity and 
oordinates transmission in both the dire
tions.1.2 Need for a QoS S
heduling Ar
hite
ture for IEEE802.16With a tremendous in
rease in data servi
es and real-time appli
ations over wireless net-works, IEEE 802.16 has been designed to support QoS for both 
ontinuous and bursty



2 Chapter 1. Introdu
tiontraÆ
. In both downlink and uplink dire
tions, pa
kets traversing the MAC layer inter-fa
e are asso
iated with a servi
e 
ow. A unique set of QoS parameters su
h as delay,bandwidth et
 are asso
iated with ea
h MAC level servi
e 
ow. In order to better supportQoS in uplink dire
tion, standard spe
i�es uplink s
heduling servi
es for heterogeneous
lasses of traÆ
 and bandwidth request-grant me
hanisms. Ea
h uplink 
ow is allo
atedbandwidth for transmission depending on the amount of bandwidth requested and itss
heduling servi
e type. However, IEEE 802.16 standard does not suggest pa
ket s
hedul-ing me
hanisms for downlink and uplink 
ows so as to provide required QoS to variousappli
ations. S
heduling details are left as the responsibility of implementers.Therefore, s
heduling me
hanisms are required for both downlink and uplink 
ows.In the downlink dire
tion, s
heduling is relatively simple be
ause BS knows the exa
tstatus of its queues and their QoS requirements, hen
e, an existing s
heduling me
hanismwill suÆ
e. However, uplink s
heduling is more 
omplex as it needs to be in a

ordan
ewith uplink QoS provisions provided by IEEE 802.16. A single s
heduling me
hanism forthe entire system will not work sin
e uplink s
heduling involves both SS and BS. Theyneed to 
oordinate with ea
h other for uplink bandwidth allo
ation through request-grantproto
ol. While downlink s
heduling requires only one s
heduler at BS, uplink s
hedulingrequires two 
omponents, one at the BS and one at the SS. The 
omponent at BS allo
atesbandwidth to SSs and the one at SS s
hedules uplink pa
kets in the granted slot. Hen
e,an eÆ
ient QoS s
heduling ar
hite
ture for the 
omplete system is required to maintainQoS and fairness for di�erent types of downlink and uplink 
ows.1.3 Problem StatementIEEE 802.16 has been developed keeping in view the stringent QoS requirements of variousappli
ations. However, it does not suggest how to eÆ
iently s
hedule pa
kets from various
lasses to meet their diverse QoS requirements. Therefore, an eÆ
ient QoS s
hedulingar
hite
ture for IEEE 802.16 is required in order to provide QoS guarantees to variousappli
ations.We propose an eÆ
ient QoS s
heduling ar
hite
ture for IEEE 802.16 Wireless MANswith a �xed point-to-multipoint topology. Our main design obje
tives are to provide delayand bandwidth guarantees to QoS sensitive appli
ations and maintain fairness amongvarious 
ows while still a
hieving high bandwidth utilization.



1.4. Contributions of this Proje
t 31.4 Contributions of this Proje
tThe signi�
ant 
ontributions of this work are:� An eÆ
ient QoS s
heduling ar
hite
ture for IEEE 802.16 WirelessMANs.� Implementation of IEEE 802.16 MAC along with our proposed QoS s
hedulingar
hite
ture in Qualnet 3.6.� Simulation analysis of our proposed ar
hite
ture to show the e�e
tiveness of ourar
hite
ture in providing QoS guarantees to various real-time appli
ations.1.5 Dissertation OutlineAs a starting point we did extensive study of IEEE 802.16 standard whi
h we brie
ydes
ribe in 
hapter 2. We present a brief overview of our proposed QoS s
heduling ar-
hite
ture in 
hapter 3. In that 
hapter we dis
uss our main design goals, various designde
isions and the rationale behind them. Chapter 4 provides a detailed des
ription ofvarious 
omponents of our ar
hite
ture. In order to perform the simulation analysis, thear
hite
ture has to be integrated with IEEE 802.16 MAC implementation. We 
hoseQualnet 3.6 for this purpose whi
h is a well known network simulator. However, IEEE802.16 MAC pat
h is not available for Qualnet 3.6. In 
hapter 5, we dis
uss the imple-mentation of IEEE 802.16 MAC and our ar
hite
ture in Qualnet 3.6. In 
hapter 6 wepresent simulation results in whi
h we show that our ar
hite
ture meets the QoS guar-antees of various kinds of appli
ations and a
hieves high bandwidth utilization. Chapter7 deals with the survey of some of the work done in 802.16 domain. We �nally 
on
ludethe report by pointing out the ways in whi
h our work 
ould be extended.





Chapter 2
IEEE 802.16 - Wireless MANStandardIEEE standard 802.16 de�nes WirelessMAN air interfa
e for �xed point-to-multipointBWA systems that are 
apable of providing multiple servi
es [1℄. The standard givesspe
i�
ation for medium a

ess 
ontrol layer and physi
al layer of the OSI referen
emodel. The standard 
urrently addresses 10-66 GHz frequen
y range. This 
hapterdes
ribes IEEE 802.16 standard in brief.

2.1 Ar
hite
tureA s
hemati
 wireless metropolitan area network is shown in �gure 2.1. It 
onsists of a
entral radio BS and a number of SSs. The BS is 
onne
ted to publi
 networks and 
anhandle multiple se
tors simultaneously. The SS in
ludes buildings like small oÆ
e, homeoÆ
e, multi-tenant 
ustomers and small-medium enterprise. The 802.16 WirelessMANprovides network a

ess to buildings through exterior antennas 
ommuni
ating with theBS. Ea
h SS 
onsist of a number of users. Both BS and SS are �xed(stationary) whereasusers inside a building may be �xed or mobile. Currently 802.16 WirelessMAN spe
i�este
hnology for bringing network to a building only, users inside a building 
an 
onne
t toea
h other using any 
onventional in-building network.The 802.16 proto
ol sta
k is illustrated in �gure 2.2 [2℄. The physi
al layer 
onsistsof two sublayers, one of whi
h is physi
al medium dependent and deals with the a
tualtransmission. The other sublayer above it is Transmission Convergen
e (TC) sublayer tohide the di�erent transmission te
hnologies from the medium a

ess 
ontrol layer.
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Figure 2.1: Wireless Metropolitan Area Network.
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ol Sta
k.



2.2. Physi
al Layer Details 7The next layer of the sta
k is medium a

ess 
ontrol layer whi
h 
onsists of threesublayers as follows.1. The bottom one is Priva
y Sublayer whi
h deals with priva
y and se
urity. Se
urityis a major issue for publi
 outdoor networks. This sublayer provides authenti
ationfor network a

ess and 
onne
tion establishment to avoid theft of servi
e. It alsoprovides en
ryption, de
ryption and key ex
hange for data priva
y.2. Next sublayer is the MAC Common Part Sublayer (CPS). The 802.16 MAC is 
on-ne
tion oriented. It is designed to make eÆ
ient use of spe
trum. It supportshundreds of users per 
hannel and provides high bandwidth to the users. It a

om-modates both 
ontinuous and bursty traÆ
 in order to support variety of servi
essu
h as 
onstant bit rate, real-time variable bit rate and so on.3. The servi
e spe
i�
 Convergen
e Sublayer (CS) provides interfa
e to the networklayer above the MAC layer. Its fun
tion is to map transport layer spe
i�
 traÆ
to 802.16 MAC whi
h is 
exible enough to 
arry any type of traÆ
. The 802.16standard spe
i�es two servi
e spe
i�
 CSs. The ATM CS is de�ned for mappingATM servi
es and the Pa
ket CS is de�ned for mapping pa
ket servi
es to and from802.16 MAC 
onne
tions. It also preserves or enables QoS, and enable bandwidthallo
ation.2.2 Physi
al Layer DetailsIEEE 802.16 standard spe
i�es one physi
al layer spe
i�
ation whi
h operates in 10-66GHz frequen
y bands. Waves in this spe
trum are short in length, due to whi
h, line-of-sight propagation is ne
essary. Also millimeter waves in this frequen
y range travel instraight line, as a result of whi
h the BS 
an have multiple antennas, ea
h pointing ata di�erent se
tor. This is shown in �gure 2.3 [2℄. Ea
h se
tor has its own users and isindependent of the adjoining ones. Due to sharp de
line in signal strength of millimeterwaves with distan
e from the BS, signal to noise ratio also drops very fast. For this reason,802.16 uses three di�erent modulation s
hemes with Forward Error Corre
tion (FEC) tomake the 
hannel look better than it really is. The 802.16 PHY supports adaptive burstpro�ling in whi
h transmission parameters, in
luding the modulation and 
oding s
hemes,
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Figure 2.3: The 802.16 Transmission Environment.may be adjusted individually to ea
h SS on a frame-by-frame basis. It supports 
hannelsas wide as 28 MHz with data rates upto 134 Mbps [3℄. Channels are additionally separatedin time via a frame i.e. ea
h 28 MHz 
arrier is subdivided into frames that are repeated
ontinuously. Duration of ea
h frame 
an be 0.5 ms, 1 ms or 2 ms. A frame is againsubdivided in time via physi
al slots. Number of physi
al slots n in a frame is a fun
tionof symbol rate and frame duration i.e. n = (SymbolRate � FrameDuration)=4. Ea
hframe is also divided into two logi
al 
hannels, downlink 
hannel and uplink 
hannel.There is a downlink subframe 
orresponding to downlink 
hannel and uplink subframe
orresponding to uplink 
hannel.The downlink 
hannel is a broad
ast 
hannel. It is used by BS for transmitting down-link data and 
ontrol information to various SSs. The BS is 
ompletely in 
ontrol for thedownlink dire
tion. It maps the downstream traÆ
 onto time slots and transmits a TDMsignal, with individual SS allo
ated time slot serially. Ea
h SS re
eives all portions ofthe downlink ex
ept for those bursts whose burst pro�le is either not implemented by theSS or is less robust than the SSs 
urrent operational downlink burst pro�le. Half-duplexSSs do not attempt to listen to portions of the downlink 
oin
ident with their allo
ateduplink transmission.The uplink 
hannel is time-shared among all SSs. The BS is responsible for grantingbandwidth to individual SSs in the uplink dire
tion through Demand Assigned Multiple
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al Layer Details 9
Frame j−1 Frame j+1

Downlink Subframe Uplink Subframe

Adaptive

Frame j

Figure 2.4: The 802.16 TDD Frame Stru
ture.A

ess TDMA (DAMA-TDMA). One key feature of 802.16 is that BS �rst allo
atesbandwidth to ea
h SS to enable them to send requests for bandwidth needed to transmituplink data. BS then assigns a variable number of physi
al slots to ea
h SS for uplinkdata transmissions a

ording to their bandwidth demand. This information is sent to allSSs through uplink 
ontrol message.2.2.1 Duplexing Te
hniquesThe IEEE 802.16 supports both Time Division Duplexing (TDD) and Frequen
y DivisionDuplexing (FDD) for allo
ating bandwidth on uplink and downlink 
hannel [1℄.� In TDD, uplink and downlink 
hannels may share the same frequen
y 
hannel but donot transmit simultaneously. Ea
h TDD frame has one downlink subframe followedby an uplink subframe as shown in �gure 2.4. Physi
al slots allo
ated to ea
hsubframe may vary dynami
ally a

ording to bandwidth need in ea
h dire
tion.Between two subframes a slot is used as a guard time to allow stations to swit
hdire
tion.� In FDD, uplink and downlink 
hannels operate on separate frequen
ies. Downlinktransmissions o

ur 
on
urrently with uplink transmissions. Therefore, durationof a subframe (downlink or uplink) is same as the frame duration. On downlink,both full-duplex and half-duplex SSs are supported simultaneously. The FDD framestru
ture is shown in �gure 2.5.
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Downlink

Uplink

Broadcast

Full Duplex SS

Half−Duplex SS # 1

Half−Duplex SS # 2Figure 2.5: The 802.16 FDD Frame Stru
ture.2.3 Downlink SubframeThe downlink subframe is as shown in �gure 2.6. A downlink subframe starts with apreamble used by the physi
al layer for syn
hronization. This is followed by the frame
ontrol se
tion whi
h 
ontains Downlink Map (DL-MAP) for the 
urrent downlink frameand one Uplink Map (UL-MAP) for uplink 
hannel for a spe
i�ed time in the future.It may 
ontain Downlink Channel Des
riptor (DCD) and Uplink Channel Des
riptor(UCD) messages. DCD and UCD messages de�ne the 
hara
teristi
s of downlink anduplink physi
al 
hannel respe
tively. DL-MAP message spe
i�es frame duration, framenumber, downlink 
hannel ID and time when physi
al layer transitions (modulation andFEC 
hanges) o

ur within the downlink subframe. UL-MAP message spe
i�es uplink
hannel ID, the start time of uplink subframe relative to the start of the frame andbandwidth grants to spe
i�
 SSs. Uplink bandwidth is allo
ated to various SSs in termsof mini-slots where ea
h mini-slot is equal to 2m physi
al slots (m ranges from 0 through7). Allo
ation of mini-slots to various SSs for uplink transmission is stated in UL-MAP.The 
ontrol se
tion is followed by a TDM portion whi
h 
arries data, organized intobursts with di�erent burst pro�les. Data is transmitted to ea
h SS using a negotiatedburst pro�le in the order of de
reasing robustness to allow SSs to re
eive their data beforebeing presented with a burst pro�le that 
ould 
ause them to lose syn
hronization with thedownlink. Ea
h SS re
eives and de
odes the downlink 
ontrol information and looks forMAC headers indi
ating data for that SS in the remainder of the downlink subframe. InFDD systems, the TDM portion may be followed by a TDMA segment to better supporthalf-duplex SSs. Many half-duplex SSs may need to transmit earlier in the frame than
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Figure 2.6: The 802.16 Downlink Subframe Stru
ture.they re
eive and lose syn
hronization due to their half-duplex nature. TDMA segment
ontains an extra preamble at the start of ea
h new burst pro�le that allow them to regainsyn
hronization. A TDD downlink subframe is same as FDD downlink subframe withouta TDMA segment.2.4 Uplink SubframeThe uplink subframe is as shown in �gure 2.7. It 
onsists of three 
lasses of bursts whi
hare transmitted by the SS [1℄. They are:� Bursts that are transmitted in 
ontention slots reserved for initial ranging.� Bursts that are transmitted in 
ontention or uni
ast slots reserved for requestingbandwidth.� Bursts that are transmitted in uni
ast slots spe
i�
ally allo
ated to individual SSsfor transmitting uplink data.Any of these burst 
lasses may be present in any uplink subframe. They 
an o

ur inany order and any quantity limited by number of time slots allo
ated for uplink trans-mission by the BS. The SSs transmit in their spe
i�ed allo
ation using the burst pro�legiven in UL-MAP entry. SS Transition Gaps separate the transmissions of the variousSSs during the uplink subframe, followed by a preamble allowing the BS to syn
hronizeto the new SS.
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Figure 2.7: The 802.16 Uplink Subframe Stru
ture.2.5 MAC Common Part Sublayer DetailsThe 802.16 MAC CPS spe
i�es the me
hanism to eÆ
iently a

ess the shared mediumi.e. the spa
e through whi
h radio waves propagate. On the downlink, the BS is theonly 
entral entity transmitting to the SSs. As a result, it does not need to 
oordinatewith other stations. The BS has a se
torized antenna whi
h is 
apable of transmitting tomultiple se
tors simultaneously. All SSs in a given frequen
y 
hannel and se
tor re
eivethe same transmission. Messages sent by the BS may be uni
ast to a parti
ular SS,multi
ast to a group of SSs or broad
ast to all SSs. SSs share the uplink 
hannel inDAMA-TDMA fashion.The IEEE 802.16 MAC is 
onne
tion-oriented [1℄. It maps both 
onne
tion-orientedand 
onne
tion-less servi
es to a 
onne
tion. Conne
tion is a me
hanism for requestingbandwidth, asso
iating QoS and traÆ
 parameters, and for various other a
tions relatedto data 
ommuni
ation. A 
onne
tion is identi�ed by a 16-bit Conne
tion Identi�er (CID).Ea
h SS has a standard 48-bit MAC address whi
h uniquely identi�es the SS and is usedfor registering and authenti
ating it. For all future operations CID is used as a primaryaddress. On entry to the network, the SS is assigned three management 
onne
tions inea
h dire
tion as follows:1. The �rst one is Basi
 
onne
tion used for the transfer of short time 
riti
al MACmessages su
h as ranging et
.2. The Primary 
onne
tion is used for the transfer of longer, delay tolerant messages,
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h as authenti
ation and 
onne
tion setup.3. The Se
ondary 
onne
tion is used for the transfer of standards-based managementmessages su
h as Dynami
 Host Con�guration Proto
ol (DHCP), Trivial File Trans-fer Proto
ol (TFTP).SSs are also allo
ated unidire
tional transport 
onne
tions for their 
ontra
ted servi
e
ows. Servi
e 
ow de�nes the QoS parameters for the 
onne
tion. Conne
tions are alsoreserved for 
ontention-based initial a

ess, broad
ast transmissions in the downlink andbroad
ast and multi
ast polling of the SSs bandwidth needs.2.5.1 MAC Proto
ol Data Unit FormatsThe MAC Proto
ol Data Unit (PDU) is the data unit ex
hanged between the MAC layersof the BS and its SSs [3℄. The CS re
eives external network Servi
e Data Units (SDUs)through CS Servi
e A

ess Point (SAP) and asso
iates them to the proper MAC servi
e
ow and CID. MAC CPS re
eives this data from the CS and en
loses it in the MAC PDUto send it to its re
ipient. It 
onsists of a �xed length header, a variable-length payloadand an optional Cy
le Redundan
y Che
k (CRC). Header 
an be of two types: the generi
header and the bandwidth request header. The MAC PDU with generi
 header 
ontainsMAC management message or CS data in payload �eld while bandwidth request header,used to request bandwidth for the 
onne
tion, 
ontains no payload.MAC PDU may 
ontain various types of subheaders as follows.1. Grant Management Subheader : It is used by an SS to request for bandwidth to theBS.2. Pa
king Subheader : Two or more SDUs may be pa
ked into a single PDU whi
h isindi
ated by pa
king subheader.3. Fragmentation Subheader : A SDU may be fragmented into two or more SDUs. Thefragmentation subheader is used to indi
ate the presen
e and orientation of SDUfragments in payload.Fragmentation is the pro
ess in whi
h a MAC SDU is divided into two or more MACSDUs. Pa
king is the pro
ess in whi
h two or more MAC SDUs are pa
ked into a single
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an be used simultaneously for eÆ
ient use of bandwidth. At there
eiving side, inverse of these pro
esses is performed to keep this format modi�
ationtransparent to the re
eiving entity. Con
atenation is the pro
ess by whi
h multiple MACPDUs may be 
on
atenated into a single burst in either the uplink or downlink dire
tions.2.5.2 Network Entry and Initialization of an SSVarious phases of network entry and initialization of an SS are des
ribed below [1℄:� Channel A
quisition: On initialization, the SS s
ans the possible 
hannels of down-link frequen
y band. On
e it gets a valid downlink 
ontrol message on any of the
hannel, it a
quires a downlink 
hannel. After de
iding on the downlink 
hannel touse for transmission, SS attempts to syn
hronize to the downlink transmission bydete
ting periodi
 frame preambles. SS then sear
hes for downlink 
ontrol messagesto know downlink 
ontrol parameters su
h as downlink 
hannel Id, frame durationet
. SS then waits for UCD message from the BS in order to a
quire an uplink
hannel for transmission. It 
olle
ts UCD messages with di�erent CID and try ea
hone until it gets a usable 
hannel.� Initial Ranging : Ranging is the pro
ess of a
quiring the 
orre
t timing o�set su
hthat the SSs transmissions are aligned to a symbol that marks the beginning of aminislot boundary [3℄. After learning downlink and uplink 
hannel parameters, theSS s
ans UL-MAP message for initial ranging slots. In this slot, it will send aninitial ranging request with minimum power setting and will try again with nexthigher power level until it gets a response from the BS. After re
eiving rangingrequest from the SS, the BS 
ommands a timing advan
e and a power adjustmentto the SS in the ranging response. The ranging response also provides Basi
 andPrimary management CID to the SS. This request/response steps 
ontinues untilresponse noti�es ranging su

essful or aborts it.� Negotiate Basi
 Capabilities: After 
ompletion of ranging, the SS reports its PHY
apabilities to the BS. These in
lude modulation and 
oding s
hemes supportedby the SS and whether it supports TDD, half-duplex or full-duplex FDD. The BSresponds with a message in whi
h interse
tion of the SS and BS 
apabilities are setto `ON'.
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ation: The SS then authorizes itself to BS and ex
hanges key.� Registration: Registration is the pro
ess by whi
h the SS re
eives its se
ondarymanagement CID. To register with the BS, the SS sends registration request to theBS. The BS then responds with a registration response. The version of IP used onthe se
ondary management 
onne
tion is also determined during registration.� IP Conne
tivity : After registration, the SS attains an IP address via DHCP andestablishes time of day via Internet Time Proto
ol. The DHCP server also providesthe address of the TFTP server from whi
h the SS downloads a 
on�guration �lewhi
h provides vendor-spe
i�
 
on�guration information.� Conne
tion Setup: Some servi
e 
ows for an SS are provisioned with BS beforeinitialization of the SS. The BS sends request message to the SS to setup 
onne
tionsfor these pre-provisioned servi
e 
ows belonging to the SS. The SS responds with asu

essful response message to establish the 
onne
tion.Admitted 
onne
tions are assigned uplink transmission slots for request and data trans-mission as per their servi
e type. This information is passed to ea
h SS through uplink
ontrol messages sent on downlink 
hannel. Ea
h SS determines the start time and du-ration of slots assigned to its 
onne
tions. SS then transmits bandwidth requests anduplink data appropriately in the assigned slots. This phenomenon o

urs in every frame.2.5.3 Existing QoS Provisions of IEEE 802.16IEEE 802.16 provides me
hanisms to support QoS for both uplink and downlink traÆ
through SS and BS. The prin
ipal me
hanism for providing QoS is to asso
iate pa
ketstraversing the MAC interfa
e with a servi
e 
ow. A servi
e 
ow is a MAC layer transportservi
e that provides unidire
tional transportation of pa
kets in both uplink and downlinkdire
tion. A set of QoS parameters su
h as average delay, minimum reserved bandwidth,traÆ
 priority et
 along with the dire
tion are asso
iated with ea
h servi
e 
ow. Duringthe 
onne
tion set up phase, these servi
e 
ows are established and a
tivated by BS andSS. A unique CID is assigned to all a
tivated servi
e 
ows. Many higher layer sessionsmay operate over the same MAC layer CID if their QoS requirements are same. Apart
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tion, IEEE 802.16 standard providesthe following features:2.5.3.1 Uplink S
heduling Servi
esIEEE 802.16 spe
i�es four s
heduling servi
es for uplink 
ows. Ea
h 
onne
tion in uplinkdire
tion is mapped to one of these servi
es. BS s
heduler follows a set of rules for ea
huplink servi
e while allo
ating bandwidth to SSs for uplink transmission.� Unsoli
ited Grant servi
e (UGS): UGS servi
e 
ow type is designed to supportreal time servi
es that generate �xed units of data periodi
ally, su
h as Voi
e overIP. Here the BS s
hedules a �xed size data grants periodi
ally without an expli
itrequest from the SS whi
h eliminates the overhead and laten
y of SS requests tomeet the 
ow's real-time needs. UGS 
onne
tions are not allowed to use any requestslots. The key parameters of an UGS 
ow are Unsoli
ited Grant Size, Nominal GrantInterval, and Tolerated Grant Jitter [1℄.� Real-time Polling Servi
e (rtPS): rtPS is designed to support real-time servi
e 
owsthat generate variable size data pa
kets periodi
ally, su
h as MPEG video. Theservi
e o�ers real-time, periodi
, uni
ast request slots, whi
h meet the 
ow's real-time needs and allow the SS to spe
ify the size of the desired grant. rtPS 
onne
tionsare not allowed to use 
ontention request slots. The key parameters of a rtPS 
oware Nominal Polling Interval, Tolerated Poll Jitter, and Minimum Reserved TraÆ
Rate [1℄.� Non-real-time Polling Servi
e (nrtPS): nrtPS is designed to support non real-timeservi
e 
ows that require variable size data grants on a regular basis, su
h as highbandwidth FTP. It is similar to rtPS but o�ers uni
ast request slots less frequentlyand SS is allowed to use 
ontention request slots. The key parameters of a nrtPS 
oware Nominal Polling Interval, Minimum Reserved TraÆ
 Rate, and TraÆ
 Priority[1℄.� Best E�ort (BE): This servi
e is designed to support best e�ort traÆ
 and o�ers noguarantee. SS is allowed to use both 
ontention and uni
ast request slots. The keyparameters of a BE 
ow are Minimum Reserved TraÆ
 Rate and TraÆ
 Priority[1℄.



2.5. MAC Common Part Sublayer Details 172.5.3.2 Bandwidth Request and Grant Me
hanismsIn IEEE 802.16, a

ess in the uplink dire
tion is by DAMA-TDMA. SSs use bandwidthrequest me
hanism to spe
ify uplink bandwidth requirement to the BS. BS polls SS byallo
ating bandwidth to them for the purpose of making bandwidth requests. Bandwidthis always requested on per 
onne
tion basis. Bandwidth 
an be requested by sendinga bandwidth request pa
ket or piggyba
king it with a data pa
ket. Requests 
an beaggregate or in
remental. When the BS re
eives an in
remental bandwidth request, itadds the quantity of bandwidth requested to its 
urrent per
eption of the bandwidth needsof the 
onne
tion. When the BS re
eives an aggregate bandwidth request, it repla
es itsper
eption of the bandwidth needs of the 
onne
tion with the quantity of bandwidthrequested.IEEE 802.16 spe
i�es two modes for granting bandwidth requested by SS.� Grant Per Conne
tion (GPC): In GPC mode, BS s
heduler treats ea
h 
onne
tionseparately and bandwidth is expli
itly granted to ea
h 
onne
tion. SS transmitsa

ording to the order spe
i�ed by the BS.� Grant Per Subs
riber Station (GPSS): In GPSS mode, BS s
heduler treats all the
onne
tions from a single SS as one unit and grants bandwidth to SS. An additionals
heduler is employed at SS whi
h determines the servi
e order for its 
onne
tionsin the granted slot.GPSS mode is more s
alable and eÆ
ient as 
ompared to GPC. It is also 
apable ofproviding lower delay to real-time appli
ations be
ause SS is more intelligent in GPSSmode and 
an rea
t qui
kly to the needs of real-time 
ows.2.5.4 Contention Resolution AlgorithmCollisions may o

ur during 
ontention slots in whi
h all SS are allowed to transmitranging or bandwidth request. The pro
ess of 
ontention resolution is based on trun
atedbinary exponential ba
ko�, with the initial and maximum ba
ko� window (spe
i�ed aspower of 2) 
ontrolled by the BS. When an SS has some bandwidth request to sendand wants to enter 
ontention resolution pro
ess, it sets its internal ba
ko� window toinitial ba
ko� window. It then sele
ts a random number within its ba
ko� window whi
h
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ates the number of 
ontention transmission opportunities that the SS defers beforetransmitting. If data grant is allo
ated to this SS in a subsequent uplink subframe thenthe 
ontention resolution is 
omplete. Otherwise the transmission is lost if no grant hasbeen given within a pre-spe
i�ed time limit. The SS keeps repeating the whole pro
essby in
reasing its ba
ko� window by a fa
tor of 2 until it is less than the maximum ba
ko�window. This pro
ess 
ontinues until the maximum number of retries are rea
hed afterwhi
h appropriate a
tion is taken.2.6 Need for a QoS S
heduling Ar
hite
ture for IEEE802.16As des
ribed above, IEEE 802.16 has been developed keeping in view the stringent QoSrequirements of various appli
ations. However, it does not suggest how to eÆ
ientlys
hedule pa
kets from various 
lasses to meet their diverse QoS requirements. Therefore,an eÆ
ient QoS s
heduling ar
hite
ture for IEEE 802.16 is required in order to provideQoS guarantees to various appli
ations. We propose an eÆ
ient QoS s
heduling ar
hite
-ture for IEEE 802.16 Wireless MANs with a �xed point-to-multipoint topology. The next
hapter provides a brief overview of our proposed QoS s
heduling ar
hite
ture.



Chapter 3
Overview of the QoS S
hedulingAr
hite
tureOur proposed QoS s
heduling ar
hite
ture is a distributed ar
hite
ture implementingGPSS mode for granting bandwidth to SSs. The ar
hite
ture supports all four kinds ofuplink servi
es spe
i�ed in IEEE 802.16 standard.

3.1 Design GoalsOur main design goals are as follows:� To provide delay and bandwidth guarantees for various kinds of appli
ations.� To maintain fairness among various 
ows based on their priority.� To a
hieve high bandwidth utilization.Fairness in our 
ontext means that the QoS guarantees of a high priority 
ow are nota�e
ted by a low priority 
ow, both within an SS and a
ross SSs. For example, 
onsider as
enario shown in �gure 3.1. It 
onsists of two SSs and a single BS. SS1 has a UGS 
owand a rtPS 
ow. SS2 has a rtPS 
ow and a BE 
ow. In this situation, our ar
hite
tureneeds to guarantee that the bursty BE traÆ
 at SS2 does not a�e
t the deadlines of rtPS
ow at SS2 as well as delay-sensitive 
ows at SS1. In addition to this, ea
h SS must beallo
ated minimum bandwidth reserved by them to ensure that real-time deadlines aremet.
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hite
ture
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Figure 3.1: Wireless Metropolitan Area Network.3.2 Design De
isionsIn order to meet the above stated design goals we have taken following design de
isions:� We have 
hosen GPSS mode for granting bandwidth to SS as it is s
alable, eÆ
ientand allows SS to rea
t faster to the needs of real-time appli
ations.� BS allo
ates uplink bandwidth to ea
h SS based on SSs �xed and variable require-ments for various 
ows using weighted max-min fair allo
ation strategy. High prior-ity 
ows are assigned more weight to make sure that bandwidth requests for these
ows are granted ahead of lower priority 
ows.� Ea
h SS distributes the allo
ated bandwidth among its various 
ows based on theirpriority and minimum bandwidth requirement using a 
ombination of stri
t priorityand Weighted Fair Queuing (WFQ) s
heduling. UGS 
ows, reserved rtPS, nrtPSand BE 
ows, and remaining 
ows are served in that order using stri
t prioritys
heduling. Order of transmission among reserved 
ows is de
ided using WFQs
heduling. This design ensures that reserved 
ows get higher priority while fairnessamong them is a
hieved through WFQ s
heduling.� In the downlink dire
tion, 
ows with minimum bandwidth reservation are served�rst. WFQ s
heduling is used to determine order of pa
ket transmission for reserved
ows. Remaining bandwidth is assigned to best-e�ort 
ows i.e. 
ows with nobandwidth reservations.



3.3. Overview of the Ar
hite
ture 213.3 Overview of the Ar
hite
tureThe blo
k diagram of our proposed QoS s
heduling ar
hite
ture is shown in �gure 4.1. Abrief overview of the working of this ar
hite
ture is as follows:� The following sequen
e of events take pla
e at BS MAC layer:{ The in
oming IP pa
ket is 
lassi�ed into one of the 
onne
tions, shaped andpla
ed in one of the downlink traÆ
 queues.{ BS also re
eives uplink data and request pa
kets sent on uplink 
hannel byvarious SSs. Data pa
kets are handed to higher layer while request pa
kets are
lassi�ed and pla
ed in the uplink grant queue a

ordingly. Periodi
 data andrequest grants generated by BS are also treated in the same manner as uplinkbandwidth requests.{ Both the downlink traÆ
 queues and uplink grant queues are examined byBS and the total bandwidth is divided into downlink and uplink subframea

ordingly.{ BS then s
hedules downlink data pa
kets in the bandwidth provided and 
re-ates downlink 
ontrol message.{ BS also allo
ates uplink bandwidth to various SSs based on their bandwidthdemands and en
odes this information in uplink 
ontrol message.{ At the start of frame, BS transmits downlink and uplink 
ontrol message ondownlink 
hannel followed by downlink data for various SSs.� The following sequen
e of events take pla
e at SS MAC layer:{ The in
oming IP pa
ket is 
lassi�ed into one of the 
onne
tions, shaped andpla
ed in one of the uplink traÆ
 queues.{ SS also re
eives downlink and uplink 
ontrol messages sent by BS on downlink
hannel. SS listens to downlink 
hannel for the entire downlink subframe du-ration to dis
over if there are any downlink pa
kets intended for it. Downlinkdata pa
kets addressed to it are sent to higher layer.{ SS determines its uplink transmission time and duration of transmission byde
oding uplink 
ontrol message.
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heduling Ar
hite
ture{ SS also generates bandwidth requests to be sent to BS.{ SS then s
hedules uplink data pa
kets and request pa
kets in the allo
ated slotand transmits them a

ordingly.{ After 
ompleting uplink transmission, SS again starts listening on downlink
hannel with the start of next frame.A detailed des
ription of the ar
hite
ture is given in the following 
hapter.



Chapter 4
Proposed Ar
hite
ture DetailsOur ar
hite
ture 
onsists of various 
omponents as shown in �gure 4.1. It mainly in
ludesdownlink and uplink data 
lassi�ers, traÆ
 shapers at BS and SS, uplink map generatorat BS, downlink and uplink s
heduler. Some of the 
omponents of our ar
hite
ture arespe
i�ed in the standard while others are introdu
ed by us to meet QoS design goals. Wenow explain the working of ea
h 
omponent in detail.
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heduling Ar
hite
ture for IEEE 802.16.



24 Chapter 4. Proposed Ar
hite
ture Details4.1 BS Downlink Data Classi�erThis 
omponent 
lassi�es ea
h in
oming IP pa
ket to be transmitted on downlink 
hannelinto one of Downlink TraÆ
 Queues. In our design, there are n + 1 su
h queues, wheren is the number of reserved downlink 
ows as shown in �gure 4.1. There is a separatequeue 
orresponding to ea
h 
ow with minimum bandwidth reservations 
alled as Type 1queues. Ea
h queue of Type 1 is identi�ed by a unique CID. All the remaining 
ows aremapped to a single queue 
alled as Type 2 queue. Classi�
ation in
ludes mapping theIP pa
ket to a parti
ular CID and then pla
ing it in a proper queue. A set of 
lassi�ersare asso
iated with ea
h CID. Ea
h 
lassi�er 
onsists of a set of parameters su
h as IPType of Servi
e value, IP Sour
e and Destination address et
. A priority value is alsoasso
iated with ea
h 
lassi�er. These 
lassi�ers are applied to ea
h pa
ket in the orderof priority. The highest priority 
lassi�er whi
h mat
hes the pa
ket determines the CIDfor the pa
ket. Finally, pa
ket is pla
ed in one of the Downlink TraÆ
 Queues dependingupon its CID and bandwidth reservations for that 
onne
tion.4.2 BS TraÆ
 ShaperTraÆ
 Shaper is employed at BS to examine the in
oming traÆ
 a

ording to its param-eters and shape the traÆ
 whi
h violates the parameters.4.3 BS Periodi
 Grant GeneratorThis 
omponent generates periodi
 data and request grants for uplink 
ows. It keeps tra
kof all the admitted UGS, rtPS and nrtPS 
ows. It generates one data grant per nominalgrant interval for ea
h a
tive uplink UGS 
ow. Ea
h grant is generated at time tk wheretk = t0 + k � nominal grant interval and marked with a deadline equal to tk + jitter.Here t0 is the initial referen
e time. Similar method is used for generating request grantsfor rtPS and nrtPS 
ows.4.4 BS Uplink Grant Classi�erThis 
omponent handles 
lassi�
ation of periodi
 grants and bandwidth requests. Peri-odi
 grants generated by BS Periodi
 Grant Generator and uplink bandwidth requests



4.5. BS Frame Partitioner 25transmitted by various SSs are fed to this 
omponent. It 
lassi�es ea
h grant and requestpa
kets into one of uplink grant queues. In our design, there is an uplink grant queue
orresponding to ea
h SS as shown in �gure 4.1. Classi�
ation is done by mapping CIDto the 
orresponding SS.4.5 BS Frame PartitionerOur ar
hite
ture supports TDD for allo
ating bandwidth for downlink and uplink 
hannel.In our design, we use a �xed partition s
heme whi
h divides the total frame bandwidthequally between downlink and uplink subframe.4.6 SS Uplink Data Classi�erThis 
omponent 
lassi�es ea
h in
oming IP pa
ket to be transmitted on uplink 
hannelinto one of Uplink TraÆ
 Queues. In our design, ea
h SS has one queue for UGS 
ows
alled as Type 1 queue, a separate queue for ea
h rtPS 
ow 
alled as Type 2 queues, aseparate queue for ea
h nrtPS and BE 
ow with minimum bandwidth reservations 
alledas Type 3 queues. All the remaining nrtPS and BE 
ows are mapped to a single queue
alled as Type 4 queue. These set of queues are 
alled Uplink TraÆ
 Queues. The
lassi�
ation pro
ess is same as in BS Downlink Data Classi�er.4.7 SS TraÆ
 ShaperThe working of this 
omponent is similar to BS TraÆ
 Shaper.4.8 SS Request GeneratorBandwidth request for various 
onne
tions to be transmitted in an uplink subframe isgenerated by SS Request Generator. For ea
h 
onne
tion, aggregate request is generated.Aggregate request for a 
onne
tion is equal to the 
urrent queue length for that 
onne
tioni.e.AggregateRequesti = QueueLengthi



26 Chapter 4. Proposed Ar
hite
ture Details4.9 BS Uplink Map GeneratorThis 
omponent is responsible for allo
ating bandwidth to ea
h SS for uplink transmission.We use max-min fair allo
ation strategy for this purpose [4℄. Bandwidth is allo
ated onper SS basis rather than on per 
onne
tion basis. Amount of bandwidth allo
ated to ea
hSS is based on following:� Amount of bandwidth requested by ea
h SS for transmitting uplink data.� Periodi
 bandwidth requirement of SSs UGS 
ows.� Bandwidth required for making additional bandwidth requests.Algorithm 1 gives the algorithm for allo
ating uplink bandwidth to ea
h SS. Inputto this algorithm is total bytes requested per 
ow by ea
h SS. BS 
al
ulates total bytesrequested for ea
h 
ow per SS by examining uplink grant queues. BS also 
al
ulatestotal number of bytes requested for ea
h uplink 
ow a
ross all SS. Uplink bandwidth isdistributed among various SSs in two stages using max-min fair allo
ation strategy.� In the �rst stage, uplink bandwidth is distributed among four uplink 
ows. In the�rst round, ea
h uplink 
ow is allo
ated its per
entage of bandwidth, normalized byits weight. This ensures that high priority reserved 
ows are always satis�ed beforelow priority 
ows. In the se
ond round, ex
ess bandwidth allo
ated to any 
owis distributed among unsatis�ed 
ows in proportion to their weight. This pro
ess
ontinues until either all four uplink 
ows are satis�ed or no bandwidth is available.� In the se
ond stage, bandwidth allo
ated to ea
h 
ow is distributed among all SSs.In the �rst round, bandwidth allo
ated to UGS 
ows is equally distributed amongall SSs. In the se
ond round, ex
ess bandwidth allo
ated to any SS more than itsrequirement for UGS 
ows is evenly distributed among unsatis�ed SSs. This pro
ess
ontinues until either UGS requirement of all SSs are satis�ed or no bandwidth forUGS 
ows is available. The above pro
ess is repeated for rtPS, nrtPS and BE 
owstoo. The order of transmission among SSs is de
ided a

ording to the deadline ofUGS data to be transmitted by ea
h SS.



4.9. BS Uplink Map Generator 27Some of the important notations used in the algorithm are as follows:totalUplinkBytes = Total bytes available for uplink transmission.rtPS Req[i℄ = Bytes requested by ith SS for rtPS 
ows.nrtPS Req[i℄ = Bytes requested by ith SS for nrtPS 
ows.BE Req[i℄ = Bytes requested by ith SS for BE 
ows.CBR Req[i℄ = UGS data and request grants for ith SS.CBRWeight = 4 i.e. Weight assigned to UGS 
ows and request grants.rtPSWeight = 3 i.e. Weight assigned to rtPS 
ows.nrtPSWeight = 2 i.e. Weight assigned to nrtPS 
ows.BEWeight = 1 i.e.Weight assigned to BE 
ows.flow Req[i℄ = Total bytes requested for ith uplink 
ow a
ross all SS.flow Allo
[i℄ = Total bytes allo
ated for ith uplink 
ow a
ross all SS.flow Weight[i℄ = Weight assigned to ith uplink 
ow.flow Req SS[i℄[j℄ = Total bytes requested for ith uplink 
ow by jth SS.SSUplinkBytes[i℄ = Total bytes granted to ith SS for uplink transmission.
Algorithm for allo
ating bandwidth to SSs for uplink transmission is des
ribed below:Algorithm 1 BS Uplink Map Generator1: 
ow Req[1℄ = 
ow Req[2℄ = 
ow Req[3℄ = 
ow Req[4℄ = 0;2: 
ow Allo
[1℄ = 
ow Allo
[2℄ = 
ow Allo
[3℄ = 
ow Allo
[4℄ = 0;3: 
ow Weight[1℄ = CBRWeight; 
ow Weight[2℄ = rtPSWeight;
ow Weight[3℄ = nrtPSWeight; 
ow Weight[4℄ = BEWeight;/*Flow number 1 for UGS, 2 for rtPS, 3 for nrtPS and 4 for BE.*/4: totalSS = N; /*Total number of SS is N .*/5: for all j = 1; j � totalSS; j ++ do6: 
ow Req SS[1℄[j℄ = CBR Req[j℄; 
ow Req SS[2℄[j℄ = rtPS Req[j℄;
ow Req SS[3℄[j℄ = nrtPS Req[j℄; 
ow Req SS[4℄[j℄ = BE Req[j℄;7: 
ow Req[1℄ += CBR Req[j℄; 
ow Req[2℄ += rtPS Req[j℄;
ow Req[3℄ += nrtPS Req[j℄; 
ow Req[4℄ += BE Req[j℄;8: end for



28 Chapter 4. Proposed Ar
hite
ture Details/*Uplink bandwidth is distributed among all four 
ows using max-min allo
ation.*/9: whileP4i=1 flow Weight[i℄ != 0 && totalUplinkBytes != 0 do10: extraBytes = 0; totalWeight = P4i=1 flow Weight[i℄;11: for all i = 1; i � 4; i++ do12: 
ow Allo
[i℄ += bflow Weight[i℄totalWeight 
 * totalUplinkBytes;13: if 
ow Weight[i℄ != 0 && 
ow Req[i℄ � 
ow Allo
[i℄ then14: extraBytes += 
ow Allo
[i℄ - 
ow Req[i℄;15: 
ow Allo
[i℄ = 
ow Req[i℄;16: 
ow Weight[i℄ = 0; /*Weight is set to 0 for satis�ed 
ows.*/17: end if18: end for19: totalUplinkBytes = extraBytes;/*Extra Bytes will be distributed among unsatis�ed 
ows.*/20: end while/*For all uplink 
ows, 1 = UGS, 2 = rtPS, 3 = nrtPS, 4 = BE.*/21: for all i = 1; i � 4; i++ do22: totalSS = N; /*Total number of SS is N .*/23: if 
ow Req[i℄ == 
ow Allo
[i℄ then24: for all j = 1; j � totalSS; j ++ do25: SSUplinkBytes[j℄ += 
ow Req SS[i℄[j℄; 
ow Req SS[i℄[j℄ = 0;26: end for27: else28: for all j = 1; j � totalSS; j ++ do29: satis�ed[j℄ = 0; /*Keeps tra
k of SSs with unsatis�ed requests.*/30: end for/*Bandwidth allo
ated to ith 
ow is distributed among all SSs using max-minallo
ation.*/31: while 
ow Allo
[i℄ > 0 do32: extraBytes = 0; 
ow Allo
 SS = bflow Allo
[i℄totalSS 
;33: for all j = 1; j � N ; j ++ do34: if satis�ed[j℄ == 0 then35: if 
ow Allo
 SS � 
ow Req SS[i℄[j℄ then



4.10. BS Downlink S
heduler 2936: SSUplinkBytes[j℄ += 
ow Req SS[i℄[j℄;37: extraBytes += 
ow Allo
 SS - 
ow Req SS[i℄[j℄;38: 
ow Req SS[i℄[j℄ = 0; satis�ed[j℄ = 1; totalSS -= 1;39: else40: SSUplinkBytes[j℄ += 
ow Allo
 SS;41: 
ow Req SS[i℄[j℄ -= 
ow Allo
 SS42: end if43: end if44: end for45: 
ow Allo
[i℄ = extraBytes; /*Extra Bytes will be distributed equally amongunsatis�ed SSs.*/46: end while47: end if48: end for49: for all j = 1; j � N ; j ++ do50: SSUplinkBytes[j℄ += totalUplinkBytesN ;51: end for4.10 BS Downlink S
hedulerThis 
omponent is responsible for s
heduling pa
kets from Downlink TraÆ
 Queues at BSfor transmission on downlink 
hannel. In our design, bandwidth allo
ation to both typesof queues follows stri
t priority dis
ipline. Pa
kets from Type 1 queues are transmitted�rst. Remaining bandwidth after transmission of all pa
kets from Type 1 queues, if any,is allo
ated to pa
kets from Type 2 queue. In our implementation, we use WeightedFair Queuing (WFQ) s
heduling algorithm to serve the 
ows fed to Type 1 queues [5℄.WFQ weight for the 
ows of Type 1 queues is assigned based on the minimum bandwidthreserved by them. Pa
kets from a single queue are served in the FIFO order.4.11 SS Uplink S
hedulerThis 
omponent is responsible for s
heduling pa
kets from Uplink TraÆ
 Queues at SSfor transmission on uplink 
hannel. Ea
h SS determines its slot duration and transmission
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hite
ture Detailstime through the uplink 
ontrol message sent by BS. Bandwidth allo
ated to ea
h SS foruplink transmission must be properly allo
ated to various uplink 
ows so as to satisfytheir QoS requirement.In our design, ea
h SS uses a 
ombination of stri
t priority s
heduling and WFQs
heduling to serve various uplink 
ows. Type 1 queue for UGS 
ows is the highest priorityqueue and is served �rst. SS then transmits bandwidth request pa
kets for various 
owsother than UGS 
ow. Pa
kets from Type 2 and Type 3 queues are served next. We useWFQ s
heduling algorithm to serve the 
ows fed to Type 2 and Type 3 queues. WFQweight for the 
ows of Type 2 and Type 3 queues is assigned based on the minimumbandwidth reserved by them. The remaining bandwidth after serving all higher priority
ows is allo
ated to Type 4 queue. Pa
kets from a single queue are served in the FIFOorder.Suppose an SS has four uplink 
ows of ea
h type. Both rtPS and nrtPS 
ows hasminimum bandwidth reservation while BE 
ow has made no bandwidth reservation. Asper our design, UGS 
ow is mapped to Type 1, rtPS 
ow to Type 2, nrtPS 
ow to Type3 and BE 
ow to Type 4. At the time of uplink transmission, SS transmits pa
ketsfrom Type 1 queue �rst. Pa
kets from Type 2 and Type 3 queues are transmitted in theremaining time in order of their in
reasing �nish times. Pa
kets from Type 4 queue aretransmitted next in the remaining time left after all pa
kets from high priority queues aretransmitted.



Chapter 5Implementation DetailsIn this 
hapter we dis
uss the implementation details of IEEE 802.16 MAC and ourar
hite
ture. We have used Qualnet 3.6 for implementing and simulating IEEE 802.16MAC along with our ar
hite
ture. Qualnet 3.6 simulator does not provide a pat
h forIEEE 802.16 MAC and PHY. Therefore, we have implemented IEEE 802.16 MAC inQualnet 3.6. IEEE 802.16 MAC is not tied to any parti
ular physi
al layer spe
i�
ation.Sin
e IEEE 802.11b PHY was readily available we have used it as the physi
al layer forthe simulation. Sin
e our study does not depend on 
hannel properties, we feel that theuse of IEEE 802.11b PHY for qui
k simulation analysis is justi�ed.We have abstra
ted the relevant MAC details from the standard for the purpose ofsimulation. IEEE 802.16 MAC features supported by our implementation are as follows.1. TDD frame stru
ture.2. All four uplink s
heduling servi
es.3. GPSS mode for bandwidth allo
ation.4. Aggregate bandwidth requests.5. Con
atenation of MAC pa
kets into a single transmission burst.6. Provides interfa
e for IP layer.7. Stati
 servi
e 
ows.Qualnet 3.6 is a dis
rete event simulator. Proto
ols operate as a �nite state ma
hinethat 
hanges state on the o

urren
e of an event. Every proto
ol 
onsists of three mainfun
tions. Every proto
ol begins with an initialization fun
tion whi
h reads external inputto 
on�gure the state of the proto
ol. The 
ontrol is then passed to an event dispat
her.
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Figure 5.1: BS State Transition Diagram.On arrival of an event, it determines to whi
h proto
ol it should be dire
ted and 
allsthe event dispat
her for that proto
ol. The event handler is 
alled as per the type of theevent to pro
ess it. Finally, at the end of the simulation, �nalization fun
tion is 
alled toprint the statisti
s for every proto
ol at ea
h node. For the implementation purpose, wehave drawn state transition diagrams of BS and SS as shown in �gure 5.1 and �gure 5.2.BS and all SSs are initialized along with other MAC parameters su
h as downlinkand uplink 
hannel ID et
. Various uplink and downlink 
onne
tions are setup and areassigned a unique 
onne
tion identi�er. After initialization, BS and SS waits in idle statefor an event to take pla
e. In the idle state, MAC layer may re
eive messages fromnetwork layer for sending a pa
ket, from physi
al layer for re
eiving a pa
ket or fromitself on expiration of MAC timers.On re
eiving a MSG Network Layer Has Pa
ket To Send message from network layerfor sending an IP pa
ket, BS adds it to one of the Downlink TraÆ
 Queues after 
lassi�
a-tion and shaping. MAC header is also added to this pa
ket. If the IP pa
ket is fed to oneof the Type 1 queues then WFQ virtual time is updated based on the weight of 
urrentlya
tive queues. A queue is a
tive if it has at least one pa
ket. WFQ �nish time for the
urrent pa
ket is also 
al
ulated based on 
urrent WFQ virtual time or WFQ �nish time



33of the last pa
ket in the queue, whi
hever is greater.MSG R
v Pkt From Phy is sent by physi
al layer to notify the MAC for re
eiving apa
ket sent by an SS. Uplink data pa
kets handed to BS MAC layer are sent to higherlayer after removing MAC header. Uplink bandwidth request pa
kets are 
lassi�ed andpla
ed in uplink grant queues. Change in status of physi
al 
hannel is noti�ed to MACthrough MSG R
v Phy Status Change Noti�
ation message.In order to generate periodi
 data and request grants, BS s
hedules a timer messageMSG MAC Periodi
GrantGenerationTime. On expiration of the timer, parti
ular grantis generated and timer for next grant is s
heduled.A timer message MSG MAC DownlinkTransmissionTime is s
heduled for the startof downlink subframe. On expiration of the timer, 
ontrol messages are 
reated by BS.BS Uplink Map Generator allo
ates bandwidth to ea
h SS for uplink transmission in the
urrent frame using algorithm 1. Uplink bandwidth allo
ation is en
oded in uplink 
ontrolmessage and passed on to BS Downlink S
heduler. BS Downlink S
heduler generatesdownlink 
ontrol message based on the 
urrent state of Downlink TraÆ
 Queues using BSdownlink s
heduling strategy. WFQ virtual time is also updated at the time of departureof a pa
ket from Type 1 queues. If a Type 1 queue be
omes empty then it is markedina
tive. BS transmits downlink and uplink 
ontrol messages on the downlink 
hannelat their s
heduled time. A timer message MSG MAC TransmitDownlinkData is thens
heduled for transmission of downlink data. Downlink data is transmitted upon expiryof the above mentioned timer. BS then s
hedules a timer for transmitting next downlinksubframe.When SS re
eives MSG Network Layer Has Pa
ket To Send message from networklayer for sending an IP pa
ket, SS adds it to one of the Uplink TraÆ
 Queues after
lassi�
ation and shaping. MAC header is also added to this pa
ket. If the IP pa
ketis fed to one of the Type 2 or Type 3 queues then WFQ virtual time is updated basedon the weight of 
urrently a
tive queues. WFQ �nish time for the 
urrent pa
ket is also
al
ulated based on the 
urrent WFQ virtual time or WFQ �nish time of the last pa
ketin the queue, whi
hever is greater.For the downlink subframe duration, SS PHY 
ontinuously listens to downlink 
hannelto dis
over if there are any downlink pa
kets intended for it. MSG R
v Pkt From Phy issent by physi
al layer to notify the MAC for re
eiving a pa
ket sent by the BS. Downlink
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Figure 5.2: SS State Transition Diagram.
pa
kets addressed to the SS are re
eived and pro
essed based on their type. Downlink anduplink 
ontrol messages sent by BS on downlink 
hannel are used for determining various
ontrol parameters for both downlink and uplink 
hannels. Downlink 
ontrol messageis de
oded to determine start time of the frame, frame duration et
. SS determines itsuplink transmission time and duration of transmission in the 
urrent frame by de
odinguplink 
ontrol message. A timer message MSG MAC UplinkTransmissionTime is s
hed-uled whi
h noti�es the SS the uplink transmission time on expiry. Downlink data pa
ketsare handed over to higher layer after removing MAC header.At the start of its uplink transmission slot, SS Uplink S
heduler s
hedules data pa
k-ets and request pa
kets to be transmitted in the 
urrent uplink subframe using SS uplinks
heduling strategy. Bandwidth request pa
kets are generated by SS Request Generator.WFQ virtual time is updated at the time of departure of a pa
ket from Type 2 and Type3 queues. If a Type 2 and Type 3 queue be
omes empty then it is marked ina
tive. S
hed-uled pa
kets are transmitted by SS in the assigned slot. After 
ompleting transmission,SS PHY again listens to downlink 
hannel.



5.1. Integration with Qualnet 3.6 Simulator 355.1 Integration with Qualnet 3.6 SimulatorQualnet 3.6 is a very fast, s
alable and eÆ
ient simulator. Its sour
e 
ode is highlymodular and very well do
umented. So, it was not very hard for us to implement andintegrate IEEE 802.16 MAC and our ar
hite
ture with Qualnet 3.6. In this se
tion, wepresent the major 
hanges made by us for integrating our 
ode with Qualnet 3.6.We have written 802.16 MAC proto
ol in �les ma
 802 16.h and ma
 802 16.
. Thesetwo �les are then pla
ed in ma
 folder in qualnet dire
tory. To 
ompile these �les alongwith existing �les, the �le names are added to Make�le-
ommon �le in main folder inqualnet dire
tory. File ma
.h in
ludes the name of existing MAC proto
ols. So, we madean entry of 802.16 MAC proto
ol in this �le. Then the initialization fun
tion, eventdispat
her and �nalization fun
tion name for 802.16 MAC proto
ol are added to ma
.
�le. The various timer messages de�ned above are added to the �le api.h.In Qualnet 3.6, a message stru
ture is used to de�ne an event. This message stru
ture
arries information about the event su
h as its type and, the asso
iated data too. Wehave added some more �elds to this stru
ture to 
arry extra information for implementingCon
atenation of pa
kets for IEEE 802.16 MAC.





Chapter 6Simulation AnalysisSo far we have gone through the details of or ar
hite
ture and its implementation. In this
hapter we present our simulation setup and the results whi
h show that our ar
hite
tureful�lls the stated design goals.6.1 Simulation Setup
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VOIPFigure 6.1: Simulation Setup.The simulation topology 
onsists of one BS and a number of SSs as shown in �gure 6.1.All the nodes use 802.16 MAC layer and 802.11b physi
al layer. Channel bandwidth is11 Mbps whi
h is divided equally between downlink and uplink subframe. Ea
h frame isof 10 milli-se
ond duration. We have assumed that the 
hannel is error-free so that ea
hpa
ket is su

essfully re
eived at the destination. Also, number of subs
riber stations
annot 
hange dynami
ally during the simulation. Ea
h SS has a 
ombination of variousappli
ation 
ows su
h as VOIP, FTP, Telnet et
. Ea
h of these appli
ation level 
owsare mapped appropriately to one of the uplink s
heduling 
ows. We have 
hosen averagedelay of uplink 
ows at SSs and e�e
tive bandwidth utilization as performan
e metri
s.



38 Chapter 6. Simulation Analysis6.2 Simulation ResultsWe have performed the following experiments to illustrate the performan
e of our ar
hi-te
ture.� The �rst experiment aims at showing the maximum number of subs
riber stationsthat 
an be supported. Here we have performed a number of simulation runs ea
hwith di�erent number of SSs. In every run, ea
h SS has same number of uplink
ows with similar QoS parameters. Total load o�ered by ea
h SS is approximately6-7% of the available uplink bandwidth. Ea
h simulation is run for 20 se
onds. Wehave measured average delay of ea
h uplink 
ows a
ross all SSs for every simulationrun. Figure 6.2 shows the graph obtained for the same. It is observed that initially,average delay of all the 
ows is nearly equal, around 5:5 milli-se
ond. As the numberof SS in
reases, average delay of BE 
ows starts in
reasing rapidly. There is a smallin
rease in average delay of nrtPS too. On in
reasing the number of SSs in thesystem beyond 15, there is a rapid in
rease in average delay of non-real time 
ows.At the same time average delay of rtPS 
ows also starts in
reasing slowly. Therefore,on an average 15 subs
riber stations 
an be supported.
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Figure 6.2: Average Delay Vs Number of SS.
� The se
ond experiment aims at showing the maximum e�e
tive bandwidth utiliza-tion a
hieved with our ar
hite
ture. Here we have performed a number of simulationruns ea
h with in
reasing o�ered load while keeping number of SSs same a
ross all
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Figure 6.3: E�e
tive Bandwidth Utiliza-tion Vs O�ered Load[S
enario 1℄.
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Figure 6.4: E�e
tive Bandwidth Utiliza-tion Vs O�ered Load[S
enario 1℄.runs. We have setup a topology with one BS and �ve SSs. O�ered load is equallydistributed among all SSs. Ea
h simulation is run for 25 se
onds. Both o�ered loadand bandwidth utilization are 
al
ulated as a per
entage of link bandwidth. Controlpa
kets are not in
luded in bandwidth utilization 
al
ulation. We have 
al
ulatede�e
tive bandwidth utilization in two di�erent s
enarios as follows:{ S
enario 1 : In this s
enario, the load o�ered by high priority traÆ
 is moreas 
ompared to lower priority traÆ
. Figure 6.3 shows the graph for e�e
tivebandwidth utilization with in
reasing o�ered load. E�e
tive bandwidth uti-lization in
reases linearly as the o�ered load is in
reased. On in
reasing theo�ered load beyond 100%, e�e
tive bandwidth utilization remains more or less
onstant. Therefore, maximum e�e
tive bandwidth utilization a
hieved withour ar
hite
ture is around 93%. We have also 
al
ulated e�e
tive bandwidthutilized for ea
h of the four uplink 
ows as shown in Figure 6.4. We havepla
ed no limit on the bandwidth provided to UGS 
ows. As expe
ted, band-width utilization of all uplink 
ows in
reases linearly on in
reasing o�eredload. But the bandwidth utilization of lower priority 
ows starts de
reasingas the total o�ered load in
reases beyond 90%.{ S
enario 2 : In this s
enario, the load o�ered by low priority traÆ
 is more as
ompared to higher priority traÆ
. Figure 6.5 shows the graph for e�e
tivebandwidth utilization with in
reasing o�ered load for s
enario 2. Figure 6.6
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Figure 6.6: E�e
tive Bandwidth Utiliza-tion Vs O�ered Load[S
enario 2℄.shows e�e
tive bandwidth utilization for ea
h of the four uplink 
ows. It isvisible from the graphs that same behavior is exhibited in both the s
enarios.This shows that our ar
hite
ture provides more bandwidth to high priority
ows as 
ompared to lower priority 
ows in order to meet the deadlines ofhigh priority traÆ
.� Third experiment aims at showing that our ar
hite
ture meets delay guarantees ofreal-time appli
ations and maintains fairness among 
ows in a

ordan
e to theirpriority. For this, we have simulated three di�erent s
enarios as follows:{ S
enario 1 : This s
enario is setup to show that the delay guarantees of real-time 
ows at an SS are not a�e
ted by the amount of lower priority loado�ered by that SS. Here, load o�ered by higher priority traÆ
 is more thanthe lower priority one. In this s
enario, a simulation topology with one BSand �ve SS has been setup. Ea
h SS has four uplink 
ows. Total load o�eredto the system is 90% of the link bandwidth whi
h is equally distributed amongall SSs. Out of this, 40% load is o�ered by UGS 
ows, 30% by rtPS 
ows,20% by nrtPS 
ows and 10% by BE 
ows. Simulation is run for 25 se
onds.We have measured average delay experien
ed by ea
h uplink 
ow for ea
h SS.Figure 6.7 shows average delay 
omparison of various uplink 
ows for one SS.It is 
learly visible from the graph that average delay of UGS and rtPS 
ows is
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Figure 6.7: Average Delay Vs Time[S
enario 1℄.no more than one frame duration. Also, average delay of UGS 
ows is almost
onstant as they are given highest priority at the time of transmission.
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Figure 6.8: Average Delay Vs Time[S
enario 2℄.
{ S
enario 2 : This s
enario is also setup to show that the delay guarantees ofreal-time 
ows at an SS are not a�e
ted by the amount of lower priority loado�ered by that SS. This s
enario is similar to previous one ex
ept that theload o�ered by lower priority traÆ
 is more than the higher priority one. Heremaximum load is o�ered by BE 
ows. 40% load is o�ered by BE 
ows, 30% bynrtPS 
ows, 20% by rtPS 
ows and 10% by UGS 
ows. Simulation is run for25 se
onds. We have measured average delay experien
ed by ea
h uplink 
ow
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h SS. Figure 6.8 shows average delay 
omparison of various uplink 
owsfor one SS. Here also same trend is observed for the average delay experien
edby various uplink 
ows. Regardless of the high amount of load o�ered by BE
ows, delay guarantees of real-time traÆ
 are met.
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Figure 6.9: Average Delay Vs Time[S
enario 3℄.
{ S
enario 3 : This s
enario is setup to show that real-time 
ows are givenpriority a
ross SSs too so that their delay guarantees are not a�e
ted by theamount of lower priority load o�ered by another SSs. In this s
enario, asimulation topology with one BS and three SS has been setup. Total loado�ered to the system is 90% of the link bandwidth. Here di�erent 
ows havebeen setup at various SS. SS 1 has one UGS 
ow and one rtPS 
ow. SS 2has one UGS 
ow and one nrtPS 
ow. SS 3 has one UGS 
ow and one BE
ow. Load o�ered by all UGS 
ows is equal. Out of remaining 
ows, BE 
owso�er maximum load while rtPS 
ows o�er minimum load. Figure 6.9 showsaverage delay 
omparison of various uplink 
ows. Here also UGS 
ows of allthe SSs have a mu
h lower delay as 
ompared to other 
ows. Also, rtPS 
owat SS 2 gets its share of bandwidth irrespe
tive of other 
ows at SS 2 and 3.As a result delay guarantees of high priority 
ows are always satis�ed.Results obtained in the above three s
enarios show that our ar
hite
ture is 
apableof providing tight delay guarantees to various real-time appli
ations.



6.3. Additional Experiments 436.3 Additional ExperimentsThis se
tion provides the graphs depi
ting the results of some additional experiments
ondu
ted to observe the performan
e of our ar
hite
ture.� We have not implemented fragmentation of MAC pa
kets. In this experiment, wehave 
al
ulated total bytes granted to ea
h SS and total bytes utilized by them toobserve the e�e
t of not allowing pa
ket fragmentation. A simulation topology withone BS and �ve SS has been setup. We 
an see in Figure 6.10 that ea
h SS hasutilized around 95% of the total bytes granted to it. In the absen
e of fragmentation,an SS will not be able to transmit a pa
ket if bandwidth required for transmittingit 
ompletely is not available.
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Figure 6.10: Bandwidth Utilization Per SS.� In this experiment, we have measured e�e
tive bandwidth utilization with in
reasingnumber of SSs. In every simulation run, ea
h SS has same number of uplink 
owswith similar QoS parameters. Total load o�ered by ea
h SS is approximately 8%.Ea
h simulation is run for 25 se
onds. We have 
al
ulated e�e
tive bandwidthutilization with in
reasing SSs in two di�erent s
enarios as follows:{ S
enario 1 : In this s
enario, the load o�ered by UGS and rtPS 
ows is morethan the load o�ered by nrtPS and BE 
ows. Figure 6.11 shows the graphfor e�e
tive bandwidth utilization with in
reasing number of SSs. It is ob-served that maximum e�e
tive bandwidth utilization a
hieved with in
reasing
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Figure 6.11: E�e
tive Bandwidth Utiliza-tion Vs Number of SS[S
enario 1℄.
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Figure 6.12: E�e
tive Bandwidth Utiliza-tion Vs Number of SS[S
enario 1℄.
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Figure 6.13: E�e
tive Bandwidth Utiliza-tion Vs Number of SS[S
enario 2℄.
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Figure 6.14: E�e
tive Bandwidth Utiliza-tion Vs Number of SS[S
enario 2℄.number of SSs is around 88%. It is less due to the reason that more numberof 
ontrol pa
kets (Bandwidth Request Pa
kets) are sent as the number ofSSs in the system are in
reased. Also with in
reasing number of SSs, morebandwidth gets wasted be
ause pa
ket fragmentation is not allowed. We havealso 
al
ulated e�e
tive bandwidth utilization for ea
h of the four uplink 
owsas shown in Figure 6.12. As the number of SS in
reases, total load o�ered tothe system also in
reases. Initially, bandwidth utilization of all uplink 
owsis in proportion to the total load o�ered by them. However, the bandwidthutilization of lower priority nrtPS and BE 
ows starts de
reasing when total



6.3. Additional Experiments 45load o�ered to the system be
omes grater than 90%.{ S
enario 2 : In this s
enario, the load o�ered by low priority traÆ
 is more as
ompared to higher priority traÆ
. Figure 6.13 shows the graph for e�e
tivebandwidth utilization with in
reasing o�ered load for s
enario 2. Figure 6.14shows e�e
tive bandwidth utilization for ea
h of the four uplink 
ows. It isobserved that regardless of the amount of load o�ered by any uplink 
ow,higher priority 
ows are always provided more bandwidth in order to providepromised QoS for them.





Chapter 7Related WorkIEEE 802.16 MAC has not been widely studied and there are very few proposed ar
hi-te
tures in the literature. In this 
hapter we present survey of some of the work done in802.16 domain.7.1 A QoS Ar
hite
ture for the MAC Proto
ol ofIEEE 802.16 BWA SystemIn [6℄, G. Chu et al have suggested a QoS ar
hite
ture based on priority s
heduling anddynami
 bandwidth allo
ation employing GPSS mode for granting bandwidth to SS.At the BS, based on the bandwidth requests from all SS, uplink bandwidth is dynam-i
ally distributed between 
ontention and reservation slots. BS upstream grant s
heduler
omputes the bandwidth allo
ation and time of transmission for ea
h SS based on band-width requests using WRR algorithm [7℄. A traÆ
 poli
ing fun
tion is also employed atthe BS to ensure that SSs 
onne
tion 
onforms to the negotiated traÆ
 parameters.At the SS, for ea
h uplink servi
e type, multiple 
onne
tions are aggregated into theirrespe
tive servi
e 
ow and assigned a priority. A di�erent s
heduling algorithm is usedfor ea
h of the priority queues with pa
ket being transmitted from the highest priority
lass that has a pa
ket available.However in [6℄, working of BS's upstream s
heduler is not spe
i�ed in suÆ
ient detaili.e. it does not spe
ify how to assign weights to ea
h SS for implementing WRR. Anotherdisadvantage is that a simple WRR with weights being assigned in proportion to theamount of bandwidth requested by ea
h SS will not work. This may result in givinghigher weight to an SS with large amount of bandwidth required for BE 
ows. This inturn 
an e�e
t deadlines of real-time 
ows at other SSs. Method of assigning weights to



48 Chapter 7. Related Workvarious uplink 
ows at SS is also not mentioned in the paper. In addition to this, nosimulation results have been presented in order to show the goodness of the ar
hite
ture.Downlink s
heduling me
hanisms at BS are not dis
ussed either.7.2 QoS S
heduling in Cable and BWA SystemsIn [8℄, M. Hawa et al have proposed an uplink s
heduling ar
hite
ture to support band-width and delay QoS for both DOCSIS [9℄ and IEEE 802.16. They have 
hosen GPC modefor bandwidth grants. It is a 
entralized approa
h wherein all the s
heduling de
isionsare taken at BS.BS's upstream s
heduler implements a mix of priority s
heduling and fair queuings
heduling in order to grant bandwidth to various 
onne
tions at ea
h SS. SS's simplytransmits in their allo
ated slots. At BS, UGS 
ows are given highest priority for band-width allo
ation. Remaining 
ows are served using priority-enhan
ed WFQ i.e. if twodata grants have equal WFQ virtual �nish time, then the higher priority grant is served�rst. WFQ weight to reserved 
ows is assigned based on their minimum bandwidthreservations while unreserved 
ows are given weight based on the unreserved bandwidth.Authors have also provided an algorithm for allo
ating appropriate number of 
on-tention request slots in ea
h frame period so as to redu
e the number of possible 
ollisionsand to shorten the 
ontention resolution pro
ess. Bu�er management problem for varioustypes of queues is also dealt in the paper.However in [8℄, treatment given to unreserved 
ows may 
reate problem to reserved
ows in 
ase there are many unreserved 
ows and reserved bandwidth by various 
owsis less as 
ompared to unreserved bandwidth. Another disadvantage is that the proposeds
heduler implements GPC mode for uplink bandwidth grant as GPSS is not supportedby DOCSIS standard. However, GPSS mode is more eÆ
ient as 
ompared to GPC.In addition to this, no simulation results have been presented to show eÆ
ien
y andperforman
e of the ar
hite
ture. Downlink s
heduling me
hanisms at BS are not dis
ussedeither.



Chapter 8
Con
lusion and Future WorkIn this report we have presented an eÆ
ient QoS s
heduling ar
hite
ture for IEEE 802.16.The main purpose of the ar
hite
ture is to provide tight QoS guarantees to various ap-pli
ations and to maintain fairness among them while still a
hieving high bandwidthutilization. Our ar
hite
ture supports diverse QoS requirements of all four kinds of ser-vi
e 
ows spe
i�ed in IEEE 802.16 standard. We have also presented simulation analysisof our ar
hite
ture integrated with IEEE 802.16 MAC. We have shown, through simula-tion, that our ar
hite
ture is 
apable of a
hieving high bandwidth utilization. Simulationresults show that suÆ
ient bandwidth is allo
ated to high priority 
ows so that theirQoS guarantees are always met. It is evident through the simulation results that lowerpriority traÆ
 does not a�e
t QoS guarantees of high priority real-time traÆ
 i.e. fairnessis maintained among 
ows at an SS and a
ross SSs too.8.1 Future WorkIn IEEE 802.16, nrtPS and BE 
ows also use 
ontention mini-slots for sending band-width requests to the BS. An appropriate 
ontention mini-slot allo
ation algorithm 
anbe in
orporated in our 
urrent design. The ratio of uni
ast mini-slots to 
ontention mini-slots in an uplink subframe should be su
h that suÆ
ient amount of uplink data 
an betransmitted as well as 
ollision of bandwidth requests is as low as possible.Current design uses a �xed partition s
heme whi
h divides total frame bandwidthequally between downlink and uplink subframe. This s
heme 
an be modi�ed to dynam-i
ally allo
ate bandwidth for downlink and uplink transmissions based on the status ofDownlink TraÆ
 Queues and Uplink Grant Queues.Fragmentation, Pa
king, request piggyba
king and other MAC features 
an be added



50 Chapter 8. Con
lusion and Future Workto the 
urrent implementation of IEEE 802.16 MAC in Qualnet 3.6.Admission 
ontrol me
hanisms are also not spe
i�ed in IEEE 802.16 standard. There-fore, an eÆ
ient admission 
ontrol me
hanism for IEEE 802.16 MAC 
an be devised andintegrated with our QoS s
heduling ar
hite
ture. A 
ombined performan
e study of thewhole system 
an then be 
arried out.Some resear
h is 
urrently in progress for the design of a wireless 
ommuni
ationsystem using unli
ensed frequen
ies for Indian rural areas. It has been observed thatIEEE 802.11b physi
al layer is suitable for su
h areas. Further, IEEE 802.11 MAC hasbeen analyzed and proved to be ineÆ
ient for a distribution servi
e that needs to maximize
apa
ity for subs
ribers and maintain QoS. Therefore, a new MAC has been proposed forsu
h s
enarios while retaining IEEE 802.11b PHY. The new MAC is very mu
h similar toIEEE 802.16 MAC. Hen
e, performan
e of IEEE 802.16 MAC over IEEE 802.11b PHY
an be analyzed in order to predi
t its e�e
tiveness for su
h a system. This study willbe very useful for real deployment of a wireless 
ommuni
ation system for Indian ruralareas.
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