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Abstract
------------------------------------------------------------------------------------------------------------------------
Synset ranking is an important step towards achieving word sense disambiguation (WSD). Often,
the acid  test  for  any WSD approach is  to  beat  the  first  sense heuristic,  as  listed  by WordNet.
However, many approaches, even the aforementioned skyline is dependent on the availability and
the quality  of  annotated datasets  and resources  such as  Wordnet.Thus,  such approaches  do not
perform  well  in  case  of  languages  with  incomplete  wordnets.  In  this  paper,  we  propose  an
unsupervised approach to synset ranking which does not rely on any annotated data. It utilizes word
embeddings, the quality of which is dependent on the raw corpus on which they are trained. We
argue that for a resource scarce language, raw corpora are better than their annotated corpora and
wordnets in terms of completeness, coverage, etc. Thus our approach is bound to work well even
for such languages. We justify our claim by evaluating this approach on multiple languages viz.,
English,  Hindi,  Marathi,  Bengali,  Kannada, Punjabi etc.  Our results  show that  this  approach is
promising.
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