
A Note About Dual Norms
Used in Proof of Corollary 3.3 in Efficient Neural 
Network Robustness Certification with General 
Activation Functions by Zhang et al (NeurIPS 2018)



Corrolary 3.3‘s proof from paper
● From Appendix B of paper
●



Non-trivial part of proof
● From Appendix B of paper
●

How ???



Crucial result used



Holder’s Inequality (simplified)
Holder 

conjugates
Holder 

conjugates



Some Illustrations of Result
● Consider 2 dimensional vectors 
● Consider p-norms for p =  1,  2,  ∞
● Corresponding q values:  ,  2,  1                …. 1/p  + 1/q  = 1∞

Not a proof; just some geometric intuition for simple cases



Playing with norms (p = 2, q = 2)
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Playing with norms (p = ∞, q = 1) 
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Playing with norms (p = ∞, q = 1) 
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Playing with norms (p = 1, q = )∞
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Vector in region of x whose projection 
            on a is maximum

Playing with norms (p = 1, q = )∞
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