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Abstract—Cardinality estimation is a fundamental and chal-
lenging problem in query optimization. Recently, a number of
learned models have been proposed for this task. Often, these
models significantly outperform traditional approaches in terms
of accuracy. One of the stumbling blocks that prevents their
increased adoption is that the learned models do not quantify
the uncertainty of their estimates. It is desirable to associate
each cardinality estimate of the model with a prediction interval
that will contain the true cardinality with an user-specified
probability. The size of the prediction interval encodes the
uncertainty allowing the query optimizer to make an informed
decision. For example, knowing that the cardinality of a query q
lies between 1− 3% of the relation size with high probability is
more informative than a single point estimate of 2%. While there
has been some prior work on deriving bounds for traditional
methods (such as sampling or histograms), they are not directly
applicable for the learned models for cardinality estimation.

In this paper, we conduct a systematic investigation of potential
approaches for obtaining prediction intervals. We enumerate the
list of desirable properties such as the ability to wrap around
a learned model without significant internal modification and
providing bounds with theoretical guarantees in a distribution
agnostic manner among others. Based on an extensive literature
survey, we identify four practical and high quality approaches
for uncertainty quantification that satisfies these criteria. They
span a wide spectrum in terms of theoretical guarantees, width of
prediction interval and time taken for computing the prediction
intervals. We conduct extensive experimental analysis of the
efficacy of these approaches over three diverse and represen-
tative cardinality estimation algorithms. Our experiments covers
diverse workloads involving both point and range queries and
highlights the inherent trade-offs. Our results show that it is
possible to obtain accurate prediction intervals in an efficient
manner thereby opening up new avenues for future research.

I. INTRODUCTION

Cardinality estimation – the problem of estimating the

number of tuples that satisfy the predicates of a given query –

is an important and challenging problem in query optimization.

The cardinality estimates could be used in diverse applications

including query optimization, database tuning, approximate

query processing etc. Inaccurate cardinality estimates could

result in the selection of sub-optimal plans resulting in poor

performance [24]. Hence, there has been extensive work by

the database community using diverse traditional and machine

learning based techniques. Recently, there has been increasing

interest in replacing database components with learned models
that are often based on deep learning (DL). Several recent

works [34], [51], [16], [45] have shown that it is possible to

develop learned (DL) models that achieve significantly better

accuracy than traditional methods such as histograms.

The learned models for cardinality estimation could be

broadly partitioned into two categories – learned query mod-

els [22], [8], [53], [17], [21], [38], [54] and learned data
models [57], [17], [56], [19], [62]. Given a query q, the learned

query model seeks to learn a mapping between the features of

q and the cardinality of q. Typically, this is achieved by training

a supervised non-linear regression model over a training

workload of queries and their cardinalities. The learned data

models formulate cardinality estimation as the problem of joint

probability distribution estimation. Typically, these models are

directly trained over the data in an unsupervised manner using

appropriate architectures such as autoregressive models [57],

[17], [56], sum-product networks [19], [62] among others.

Limitations of Learned Models. Despite superior perfor-

mance over traditional methods, the learned models could

still produce sub-optimal results for queries with complex

predicates involving multiple tables. Recent work such as [51],

[33] have critically examined their promises and pitfalls. The

learned models are not a silver bullet and can be quite fallible.

They could have high estimation errors due to diverse reasons

including model capacity, quality/informativeness of query

featurization, quality of training data [33], and high inter-

column and inter-table correlations [27]. The performance is

also affected by dataset and workload characteristics such as

correlation, skewness, or domain size [51]. These limitations

affect both supervised and unsupervised learned models. The

supervised models are affected by the divergence between

training and testing workloads [51], [33]. The data-driven

unsupervised estimators are affected by skewed data [51], [27].

Furthermore, they often underestimate cardinalities for range

queries [61] as they rely on Monte-Carlo integration over the

learned distribution [57], [17]. These estimation errors are

extenuated by the black-box nature of the learned models that

makes analyzing their behavior much more challenging [51].

Quantifying Uncertainty of Cardinality Estimates. Tradi-

tional methods such as sampling, often provide some measure

of uncertainty through variance or confidence intervals [31].

In contrast, the learned models output a single scalar as the

cardinality estimate. The lack of uncertainty quantification

associated with the estimate makes the job of query optimizer

much more challenging as it has to select a specific plan
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based on the estimate that could turn out to be incorrect.

However, if the learned model could output some additional

information (such as an interval), then the query optimizer

could make an informed decision. For example, if the interval

is sufficiently tight, then the optimizer could choose the

plan with higher confidence. Uncertainty quantification could

improve the reliability of the cardinality estimates and increase

the adoption of learned components.

Prediction Intervals. Given a query q, the learned model

outputs an estimate Est(q). A prediction interval [lowq, highq]
ensures that

P (lowq ≤ Card(q) ≤ highq) ≥ (1− α)

for some user specified coverage level 1 − α. Here Card(q)
denotes the true cardinality of query q. We provide a formal

definition in Section III. To be useful, prediction intervals

should have some desirable properties such as providing tight

bounds with rigorous guarantees without making any strong

assumptions about the model or distribution of the data or

query workload. Furthermore, it is desirable that we should be

able to wrap any arbitrary black-box learned model without

requiring any internal modifications. Ideally, the prediction

interval would subsume the uncertainties caused by different

sources including data, model and workload.

Contributions. We conduct a systematic analysis of various

techniques that could provide accurate prediction intervals.

We identify four practical and high quality approaches for

uncertainty quantification that share a number of desirable

properties – (a) jackknife+ with cross validation [4], (b)

split conformal inference [35], [23], (c) locally weighted

conformal inference [23], [2] and (d) conformalized quantile

regression [40] Broadly, they can be partitioned into two

categories. Jackknife+ belongs to the class of resampling

based approaches that has been widely used to obtain bounds

for complex queries for sampling based approximate query

processing (AQP) [31] . Jackknife+ extends these traditional

approaches to provide prediction intervals for the learned mod-

els. The remainder are based on the framework on conformal

prediction [3], [50] that provides rigorous bounds in an distri-

bution free manner without making any strict assumptions.

These four approaches span a wide spectrum in terms of

theoretical guarantees, width of prediction interval and time

taken for training and estimating the prediction intervals.

We evaluate these methods for obtaining prediction intervals

on three diverse and representative cardinality estimation algo-

rithms – Naru [57], MSCN [22] and LW-NN [8], [51]. Naru

is an unsupervised approach while MSCN and LW-NN are

supervised. LW-NN is a lightweight model that is especially

optimized for range queries. We conduct extensive experi-

ments over diverse workloads involving both point and range

queries. Our results show that it is possible to obtain accurate

prediction intervals in an efficient manner. We also provide

some guidance about choosing an appropriate approach based

on the trade-offs between accuracy of prediction intervals and

the required inference time.

II. LEARNED MODELS FOR CARDINALITY ESTIMATION

Cardinality Estimation. Let R be a relation with N tuples

and M attributes A = {A1, A2, . . . , AM}. The domain of the

attribute Ai is given by Dom(Ai). If Ai is a numerical at-

tribute, then Dom(Ai) is specified by the range [mini,maxi].
If Ai is categorical, then Dom(Ai) is {ai,1, . . . , ai,|Dom(Ai)|}.
We denote the value of attribute Ai of an arbitrary tuple t as

t[Ai]. We consider conjunctive queries on R of the form

SELECT COUNT(*) FROM R
WHERE P1 AND P2 AND . . .

Pi could be either a point or range predicate. Point pred-

icates are of the form Ai = vi where vi ∈ Dom(Ai) while

range predicates are specified as an interval lbi ≤ Ai ≤ ubi.
The goal of cardinality estimation is to accurately estimate the

number of tuples Card(q) that satisfy the predicates of query

q. We use the normalized selectivity between [0, 1] obtained

by dividing Card(q) by the number of tuples, N .

Performance Measures. Given a query q, let the estimate

provided by selectivity estimation algorithm be Est(Q). We

use q-error which measures the quality of estimates that as

the factor by which the estimate differs from true cardinality.

This metric is widely used for evaluating cardinality estimation

approaches [22], [53], [21], [17], [42].

q-error = max

(
Est(Q)

Card(Q)
,
Card(Q)

Est(Q)

)
(1)

Taxonomy of Learned Models. Recently, a number of papers

have successfully applied deep learning (or machine learning

in general) for cardinality estimation. Broadly, they could

be partitioned into two major categories. The query-driven
approaches are often based on supervised learning and are

trained on a workload of queries and their true cardinalities.

Typically, this involves three stages [51]. The query featuriza-
tion stage represents each query as a set of features through

diverse techniques such as one-hot encoding [21], [17], binary

encoding [17], basic statistics [8], data samples [21] and even

heuristic estimators [8]. In the training stage, a (non-linear)

regression model is trained over the workload to estimate

the cardinality of a query given its features. In the inference
stage, the regression model is applied on the features of the

input query. In contrast, the data-driven approaches formulate

cardinality estimation as the problem of joint probability

distribution (i.e. P (A1, A2, . . . , Am)) estimation. Typically,

this approach consists of two stages – training and inference.

The training is conducted on the data without the need for

training data such as the query workload. In the inference

phase, the data-driven models estimate the cardinality of a

query q through diverse techniques including Monte-Carlo

integration over the learned distribution [57], [17].

We evaluate the performance of the algorithms by selecting

three learned cardinality estimation models – MSCN [21],

Naru [57] and LW-NN [8]. Independent evaluation such

as [51], [16], [45] have found that these approaches achieve

competitive performance over various datasets and workloads.
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III. PREDICTION INTERVALS FOR CARDINALITY

ESTIMATION

In this section, we describe four techniques that could be

used for quantifying the error of the cardinality estimates

produced by the learned models.

Problem Setup. Consider the query-driven approaches that

train a regression model for estimating cardinalities. Let D =
{(X1, y1), . . . , (Xn, yn)} be a labeled dataset drawn i.i.d. from

an unknown distribution that was used to train the model. Here,

Xi is the featurized version of query qi while yi is the correct

cardinality of qi. Suppose that Xn+1 is the feature of a new
query qn+1 drawn i.i.d. from the same distribution. Let the

true (but unknown) and estimated cardinalities for Xn+1 be

yn+1 and ŷn+1 respectively. We desire an interval, denoted as

C(Xn+1) = [lown+1, highn+1], such that

P (yn+1 ∈ C(Xn+1)) ≥ (1− α) (2)

for some user specified coverage level 1−α. α is also referred

to as miscoverage level.

A. Quantifying Errors of Learned Models

As mentioned in Section I, the learned models could have

large estimation errors due to various reasons. For example,

the data could be skewed or the workload used for training

the supervised models is not representative of the workloads

used for inference. Alternatively, the learned model might not

have sufficient capacity to learn the relevant characteristics of

the data or workload. Hence, it is important to holistically

incorporate these uncertainties in data, model and workload

when quantifying the estimation error. For tasks like query

optimization, aggregate metrics such as average test accu-

racy are insufficient. Instead, it is desirable to quantify the

uncertainty in the cardinality estimation for each query by

providing a range for prediction with some guarantee that the

true cardinality estimate will fall within the bounds with high

probability such as 0.95. This additional information could

enable the query optimizer to make more informed decisions.

Uncertainty Framework. Typically, cardinality estimation is

formulated as a regression problem by assuming that there

exists an underlying data generation function f(X) that gen-

erates the target values y as

y = f(X) + ε

In the cardinality estimation context, X is the feature for a

query q while y is the true cardinality. ε corresponds to the

data noise. The supervised learned models seek to learn a non-

linear function f̂ (such as through deep learning) that can map

the features to an estimate. Specifically, given the feature X
for query q, the regression generates a point estimate f̂(X).
In order to generate the interval, we should have a mechanism

to quantify the uncertainty.

Intuitively, there are two sources of uncertainty [20] – model

and data. The aleatoric uncertainty that captures the inherent

noise in the data while the epistemic uncertainty captures the

uncertainty in the model parameters. Aleatoric uncertainties

are data dependent and could be improved by improving the

data. In contrast, epistemic uncertainties can be improved with

better models and could become negligible in the presence of

infinite data. We can measure the overall uncertainty as

σ2
y = σ2

model + σ2
noise

σ2
model quantifies the model uncertainty that could arise from

various sources [39] such as model misspecification (bias),

uncertainty in training data/workload (variance) and parameter

uncertainty. Additional discussion can be found in [39], [20].

Confidence and Prediction Intervals. There are two ap-

proaches that are widely used to quantify the uncertainty.

Suppose that we are given an input X and a desired coverage

level 1 − α. The confidence interval (CI) focuses on the

distribution P (f(X)|f̂(X)). In the context of regression, CIs

provide a bound that contains the estimated conditional mean

value E[y|X] with confidence 1 − α. In contrast, prediction

intervals (PI) focus on the distribution P (y|f̂(X)) = P (y|ŷ).
We can see that PIs are necessarily wider than CIs as the

former only needs to handle the model uncertainty while the

latter also has to tackle the data uncertainty [18], [39], [47].

In this paper, we focus on prediction intervals.

Desiderata for Prediction Intervals. We enumerate a list of

desirable properties for identifying a promising set of tech-

niques for computing prediction intervals for learned models.

• Coverage Validity: The prediction intervals should pro-

vide rigorous theoretical guarantees.

• Interval Efficiency: We require that the width of interval

be as tight as possible. Otherwise, it is possible to provide

trivial bounds such as [0, 1] for the normalized cardinality.

• Minimal Assumptions: The approach should not make any

assumptions about the data or workload distributions.

• Generality: The approach should work for arbitrary

learned models and arbitrary data and workload distribu-

tions. The PIs should subsume the uncertainties caused

by different sources including data, model and workload.

• Minimal to No Changes to Underlying Model. There has

been a wide variety of learned models for cardinality esti-

mation. The approach for PIs should be able to accept any

blackbox method without requiring any internal changes.

In other words, it should be possible to wrap an arbitrary

model and produce meaningful error estimates.

Computing Quantiles. We describe four practical approaches

that satisfy the desiderata. Each of them relies on com-

puting quantiles. Suppose we are given a set of values

{v1, v2, . . . , vn}. Then, we denote the (1− α) quantile as

qn,1−α{vi} = �(1−α)(n+1)�-th smallest value of v1, . . . , vn

B. JackKnife+ based Prediction Intervals

Jackknife [4] is a resampling based technique that has been

used for estimating metrics such as bias and variance of an

estimator without making any parameteric assumptions. This

method could be extended to obtain prediction intervals for

learned models. Recall that D = {(X1, y1), . . . , (Xn, yn)}
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is the labeled dataset containing query features and true

cardinalities. The goal is to obtain a prediction interval for a

new query Xn+1. Jackknife tackles this through leave-one-out

approach. Instead of building a single model f̂ for D, we build

n models. Let f̂−i be the model trained over D \ {(Xi, yi)}
by removing the i-th data point. The leave-one-out residual

for that model is computed as ri = |yi − f̂−i(Xi)|. Let

r = {r1, r2, . . . , rn} be the set of residuals computed for

models f̂−1, . . . , f̂−n. Finally, we train the model f̂ over the

entire dataset D. Given a new query Xn+1, the prediction

interval is computed as the 1 − α-th quantile over the set of

leave-one-out residuals r. Specifically,

CJK(Xn+1) =
[
qn,1−α{f̂(Xn+1)− ri}, qn,α{f̂(Xn+1) + ri}

]
(3)

While this approach often works well empirically in prac-

tice, this suffers from two key limitations. First, it requires

training of n models that is infeasible in our setting where n is

large and training even a single learned model takes significant

amount of time. More seriously, it does not provide any

universal theoretical guarantees [4]. Instead, it only provides

guarantees under an asymptotic setting when the learned model

is stable [43]. Stability requires that f̂ and each of the leave-

one-out models f̂−i provides similar predictions for Xn+1. In

our experiments, we found that learned models do not always

satisfy this property.

We rely upon a recent approach dubbed Jackknife+ [4]

that extends Jackknife to provide non asymptotic coverage

guarantees. By default, Jackknife+ proceeds in the same

manner as Jackknife by training n models and computing their

corresponding leave-one-out residuals ri. The key difference is

in how the prediction interval is computed as CJK+(Xn+1) =[
qn,1−α{f̂−i(Xn+1)− ri}, qn,α{f̂−i(Xn+1) + ri}

]
(4)

Often, Jackknife and Jackknife+ provide very similar pred-

ication intervals in practice [4]. This is especially true when

the learned model for the entire data and the corresponding

leave-one-out model produces similar outputs for an arbitrary

query. However, while Jackknife might not provide a rigorous

PI under certain circumstances, Jackknife+ always provides

a bound of 1 − 2α [4]. While this solves the problem of

guarantees, the problem of efficiency still remains. However,

it is possible to achieve a trade-off between number of trained

models and the theoretical guarantees. Specifically, we can

reduce the number of models trained by using K-fold cross

validation for a user specified K (such as 10). We partition D
into K disjoint subsets S1, S2, . . . , SK of equal size. Next, we

train K models where the model f̂−i is trained by excluding

subset Si. We next compute the K-fold residual as

ri = |yi − f̂Sk(i)
(Xi)|

k(i) ∈ {1, . . . ,K} denotes the subset containing Xi. We

can compute the PI as CCV+(Xn+1) =[
qn,1−α{f̂−Sk(i)

(Xn+1)− ri}, qn,α{f̂−Sk(i)
(Xn+1) + ri}

]
(5)

Note that we now only train K models instead of n
models as in Jackknife+. Each of the models are trained

using n
(
1− 1

K

)
instead of n − 1 data points. The increased

efficiency comes at the cost of wider prediction intervals. It

also results in reduced coverage guarantee[4] that is at least

1− 2α−min

{
2(1− 1/K)

n/K + 1
,
1−K/n

K + 1

}

Algorithm 1 JackKnife+ with Cross Validation [4], [23]

Input: D, K, α
Split D into K disjoint partitions S1, . . . , SK

for i = 1 to K do
Train model f̂−i using data D \ Si

for i = 1 to n do
Compute residual ri = |yi − f̂Sk(i)

(Xi)|
δ = �(n+1)(1−α)�-th smallest value in r = {r1, . . . , rn}
Train model f̂ over entire dataset D
return [f̂(X)− δ, f̂(X) + δ] for any query feature X

C. Conformal Prediction based Approaches

Conformal Prediction (CP) is a powerful and flexible ap-

proach for outputting prediction intervals. CP falls under the

paradigm of distribution free uncertainty quantification [50],

[2], [58], [3] where the goal is to create prediction intervals

with rigorous statistical guarantees. The prediction intervals

(PI) produced by CP are valid – i.e. they are guaranteed to

contain the correct cardinality with the user specified coverage

level. An appealing property of CP is that it produces the

PI using a finite number of data points without making any

assumptions about the model or the data. We first provide a

high level overview of CP while the next three subsections

describe concrete instantiations with differing trade-offs.

Assumptions of CP. CP can be used whenever the data

are independent and identically distributed (i.i.d.). This is a

standard assumption widely used in ML for both regression

and classification. In fact, CP can work even with the weaker

assumption of exchangeability, where the ordering of data

points does not affect their joint distributions. A sequence

Z = (z1, z2, . . . , zn) is exchangeable if the joint probabil-

ity distribution of the permuted sequence Z ′ is the same

as that of the original sequence, i.e. P (z1, z2, . . . , zn) =
P (π(z1, z2, . . . , zn)) where π(·) is the permutation opera-

tor [58]. We can see that exchangeability is a weaker assump-

tion than i.i.d. Every i.i.d. data is exchangeable but the vice

versa need not be true. CP do not make any assumption about

the ML model and can work for arbitrary models. Hence, CP

could be used for supervised DL models such as MSCN [22],

unsupervised autogressive models [57], [17] and even models

not based on deep learning.

Conformal Prediction. Next, we provide a simplified exposi-

tion tailored for the task of cardinality estimation. Additional

details can be found in [2], [23], [36], [58], [3]. Intuitively, CP

consists of three key steps: fitting, calibration and inference.
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Given a labeled dataset D, we split it into two parts: DT

and DC . First, we fit a model f̂(·) using the training dataset

DT . Second, we calibrate the output of the model using DC .

The calibration is done through a scoring function s(X, y)
that produces a conformal score. For example, the scoring

function could be |y− f̂(X)| that computes the residual error.

Intuitively, the score is a proxy for the quality of the prediction

with a smaller value indicating a relatively accurate prediction.

We compute the scoring function for each X ∈ DC . We cannot

directly use the conformal scores to produce a prediction

interval. The goal of CP is to calibrate the conformal scores

so that they could be used for computing prediction intervals.

It achieves this by computing the δ = �(n + 1)(1 − α)�-th
smallest value of the conformal scores. Suppose α = 0.1.

Then, at least 90% of the conformal scores in the calibration

set are less than δ. Intuitively, by the exchangeability (or the

i.i.d.) assumption, we would expect this fact to hold for any

new X with probability of at least 1− α. Please refer to [2],

[23] for a formal proof. Finally, the inference step produces

a valid interval for a new point X ′ using f̂(X ′) and δ. For

example, the prediction interval could contain all y such that

score s(X, y) ≤ δ for all (X, y) ∈ DC .

Importance of Scoring Functions. CP does not make any

model or distributional assumptions as the scoring function

abstracts the classifier performance allowing it to be used for

arbitrary classifiers. The prediction interval is valid as long as

exchangeability assumption holds. It is important to note that

the validity of the prediction interval holds for arbitrary scoring

functions. If the scoring function is informative – giving low

scores for accurate estimates and large scores for inaccurate

ones – then the prediction interval will provide meaningful

and non-trivial bound. The use of different scoring functions

could potentially produce different prediction intervals.

D. Split Conformal Prediction
Split conformal prediction (S-CP) is one of the simplest

and widely used variant of conformal prediction. It broadly

follows the three steps described in Section III-C. It begins

by partitioning the labeled dataset D into two equal and

disjoint subsets: a training dataset (DT ) and a calibration

dataset (DC). This partitioning is analogous to that of training

and validation datasets used for training DL models where the

validation dataset is used for tasks such as tuning the model

hyper-parameters. Hence, we can use the validation dataset

for calibration purposes. Next, we apply the scoring function

for each (Xi, yi) ∈ DC producing a set of conformal scores

r = {ri}. Given a coverage 1−α, we compute the appropriate

quantile and use it to compute the prediction intervals for any

new data point.
Split-CP is computationally efficient as only a single model

need to be trained over DC instead of n models (in Jackknife+)

or K models (in CV-Jackknife+). However, this efficiency

comes at a cost. Suppose we did a 50-50 split of D to get

DT and DC . Then, the model f̂ is only trained on n/2 data

points in contrast to n − 1 and n − n/K in the Jackknife+

variants. Reducing the size of DT could potentially result in an

Algorithm 2 Split Conformal Prediction [35], [23]

Input: D, α
Split D to two disjoint subsets DT and DC .

Train model f̂ using DT

r = {|yi − f̂(Xi)|} ∀(Xi, yi) ∈ DC

δ = �(n1 + 1)(1 − α)�-th smallest value in r where n1 =
|DC |.
return [f̂(X)− δ, f̂(X) + δ] for any query feature X

inaccurate model. However, while increasing the size of DT

increases the accuracy of f̂ , it also increases the variability of

the prediction interval. We study this tradeoff in the experi-

ments and show that typical sizes of validation datasets in DL

training provides sufficiently accurate prediction intervals.

E. Locally Weighted Split Conformal Prediction

While Split-CP works well in practice, it suffers from a

subtle issue. From Algorithm 2, we can see that the size of the

prediction interval is a fixed constant δ for all queries. This

property is useful if the residual error of the learned model

does not vary significantly with X . However, an empirical

analysis shows that this assumption does not hold for most

learned models for cardinality estimation. For example, the

errors for queries with predicates containing highly correlated

attributes is often higher than that of non correlated attributes.

Hence, it is desirable for the prediction interval to take this

non-uniformity of residual errors into account. There are

many different ways to formulate the heterogeneous prediction

intervals [23], [2]. We focus on normalized non-conformity

scores. Intuitively, the idea is to require a prediction interval

proportional to the ‘difficulty’ of the query – narrower PIs for

easy queries and wider PIs for challenging ones.

As mentioned above, the key insight is that it is pos-

sible to alter the scoring function S(X, y) without losing

the coverage guarantees as long as the new scoring function

has the exchangeability property. We leverage this flexibility

by replacing the residual error based scoring function (i.e.

S(X, y) = |y − f̂(X)|) with a normalized scoring function

based on the difficulty of the query thereby enabling adaptive
PIs. Let U(X) be a function that quantifies the difficulty (or

in general uncertainty) associated with X . Hence, a smaller

value indicates an easier example. Then, we can replace the

absolute residuals with scaled residuals as

r̂i =
|yi − f̂(Xi)|

U(Xi)
=

ri
U(Xi)

Then, the PI for a new query X is computed as

C(Xi) = [f̂(Xi)− δ U(Xi), f̂(Xi) + δ U(Xi)] (6)

where δ is the prediction interval for the original scoring

function (see Algorithm 2). The adaptiveness of the PI now

relies on appropriate design of the normalization function.

There are many ways to design U(X). For example U(X)
could measure the conditional mean absolute deviation (MAD)
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of |Y − f̂(X)| for a given X . We can see that the deviation

will be higher for harder X while it will be narrow for

easier X . Other approaches include setting U(X) as the

variance of f̂(X) for an ensemble of learned models all

initiated with different random seeds or hyper-parameters.

Alternatively, we could generate various ‘perturbations’ of X
such as X1, X2, . . . and measure the variance in predictions

i.e. V ar({f̂(X1), f̂(X2), . . .}).
Instantiating U(X). For concreteness, let U(X) be the condi-

tional mean absolute deviation (MAD) of |Y − f̂(X)|. Locally

weighted S-CP (LW-S-CP) proceeds as follows. As before,

we split D to DT and DC . We train f̂ on DT and compute

the residual absolute deviation ri = |yi − f̂(Xi)| for each

(Xi, yi) ∈ DT (not the calibration set). Next we train a model

ĝ based on the labeled dataset {Xi, ri} for each Xi ∈ DT . In

other words, we train a second model ĝ to predict the residual

for X produced by f̂ . Next, we compute the scaled residuals

for each Xi ∈ DC and use it compute the quantiles. Finally, we

apply the modified formula for computing prediction interval

provided by Equation 6.

Algorithm 3 Locally Weighted Split Conformal Predic-

tion [23], [2]

Input: D, α
Split D to two disjoint subsets DT and DC .

Train model f̂ using DT

Train model ĝ using {Xi, |yi−f̂(Xi)|} ∀(Xi, yi) ∈ DT

r = {|yi − f̂(Xi)|} ∀(Xi, yi) ∈ DC

r̂ = { ri
U(Xi)

} ∀Xi ∈ DC

δ = �(n1 + 1)(1 − α)�-th smallest value in r where n1 =
|DC |.
return [f̂(X)− δ U(X), f̂(X) + δ U(X)] for any X

F. Conformalized Quantile Regression

The locally weighted variant of S-CP (LW-S-CP) works well

in practice and has appealing properties. It provides adaptive

PIs instead of the fixed ones from S-CP. Both S-CP and LW-S-

CP can provide valid PI for arbitrary 1−α by recomputing the

appropriate δ. Finally, they can be used as a wrapper for any

pretrained model without requiring any major modification.

However, it is possible to obtain even tighter PIs. By default,

the supervised learned regression models often rely on deep

neural networks to estimate the conditional mean. It is well-

known [40] that over-parameterized models could overfit to

the training data. This could result in very low residuals for

the training data that is an under-estimate of errors in test set.

The use of normalized residuals r̂ ameliorates this issue but

also results in the loss of some adaptivity.

In this subsection, we describe conditional quantile regres-

sion (CQR) [40] that allows us to obtain tighter bounds under

two additional restrictions. First, the miscoverage level α has

to be known and fixed (alternatively, we have to train a

different CQR model for each α). Second, we must be able

to modify the loss function of the learned model. Specifically,

we will train an additional uncertainty quantification model

that is identical to learned model except for the loss function

where it uses a quantile loss function.

The goal of a traditional regression models is to learn the

conditional mean of Y |X . In contrast, an τ -quantile regression

function seeks to learn the τ -quantile of Y |X which makes

it robust to outliers. For example, τ = 0.5 estimates the

conditional median of Y |X . Suppose we require a coverage of

0.9. We train two quantile regression models with τ = 0.05
and τ = 0.95 dubbed as Q̂l and Q̂u respectively. Then for

a new X , the true value y is likely to be in the interval

[Q̂l(X), Q̂u(X)]. Intuitively, this is due to the fact that the

model Q̂l strives to ensure that Y |X falls below the estimate

Q̂l(X) with 5% probability. Similarly, Q̂u seeks that Y |X
has a value above Q̂u(X) with 5% probability. Hence, this

provides a nominal coverage of 0.9 as desired. Of course,

the intervals provided by quantile regression does not provide

any validity guarantees. Hence, it is necessary to confor-
malize the quantile regression outputs as originally proposed

in [40]. Note that quantile regression is naturally adaptive to

the data and typically provides an asymmetric interval i.e.

|f̂(X)− Q̂l(X)| �= |f̂(X)− Q̂u(X)|. In contrast, the interval

is symmetric and fixed to δ for both S-CP and LW-S-CP.

The goal of CQR is to convert the heuristic uncertainty

estimate provided by quantile regression into a rigorous uncer-

tainty estimate through the conformal inference framework [2],

[40]. For a given α, we train two quantile regression models

Q̂l and Q̂u using the training dataset DT . Specifically, Q̂l and

Q̂u are trained with τ = α/2 and τ = 1 − α/2 respectively.

We define the scoring function as

S(X,Y ) = max{Q̂l(X)− y, Q̂u(X)− y}
and compute it for all (X, y) in the calibration set DC . We

then use this set to compute δ as the �(n1 + 1)(1 − α)�-th
smallest value. The prediction interval is now provided by

[Q̂l(X)− δ, Q̂u(X) + δ]

Note that we do not directly use f̂(X) and instead used the

quantile functions Q̂l(X) and Q̂u(X) that is guaranteed to

cover f̂(X). To achieve this, we replace the loss function of

f̂(X) (such as MSE or average q-error) with the quantile loss
function. The remainder of the learned model architecture does

not require any modification.

Algorithm 4 Conformalized Quantile Regression [40]

Input: D, α
Split D to two disjoint subsets DT and DC .

Train model f̂ using DT

Train Q̂l with τ = α/2 and Q̂u with τ = 1− α/2 on DT

r = {max{Q̂l(Xi) − yi, Q̂u(Xi) − yi}} ∀(Xi, yi) ∈
DC

δ = �(n1 + 1)(1 − α)�-th smallest value in r where n1 =
|DC |.
return [Q̂l(X)− δ, Q̂u(X) + δ] for any query feature X
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IV. DISCUSSION

Incorporating Workload Information. So far, we have

discussed the use of PI techniques in an abstract setting. In a

production setting, it is often possible to achieve better results

for each of four algorithms described in the paper by leverag-

ing additional workload information. In general, the width of

PI is dependent on the 1−α-th quantile of the residual error. If

the queries in the training/calibration dataset are representative

of the workload, then the learned model would have smaller

residual errors. This in turn results in smaller δ and thereby

tighter prediction interval. It is possible to further improve

the prediction intervals for the conformal prediction based

variants. Let DC = {(X1, y1), (X2, y2), . . . , (Xl, yl)} be the

calibration set. By default, the PI are obtained by computing

the residual error over the queries in the conformal set. How-

ever, conformal prediction has a natural ‘online’ property [50],

[58] whereby one could augment DC at runtime. Consider a

scenario where we get a query Xl+1 and we compute the

prediction interval using DC . After the query is executed,

we would have the correct selectivity yl+1. We can now

augment the calibration set as DC = DC ∪ {(Xl+1, yl+1)}.
Since the queries are exchangeable, this does not violate the

assumptions of conformal prediction. As the system processes

more and more queries, the calibration set becomes more

attuned to the latest workload. One could also use a ‘window’

approach where the calibration set consists of the queries for

a given time interval (such as the last 24 hours). Each of these

approaches transparently encode the workload information into

the calibration set resulting in tighter intervals.

Overhead for Prediction Intervals. Each of the algorithms

has two phases – preprocessing phase and an inference phase.

The preprocessing phase consists of two key steps: model

building and estimating relevant parameters such as δ. Let us

consider the model building step. JackKnife+ with cross vali-

dation (JK-CV+) requires the training of K learned cardinality

models. While split conformal prediction (S-CP) does not

require training of any additional model, the locally weighted

variant (LW-S-CP) requires the training of a model ĝ that can

estimate the difficulty of predicting denoted as U(X) = ĝ(X).
Typically, ĝ is simpler and more lightweight than the learned

model f̂ . In our experiments, we used xgboost for instantiating

ĝ. Finally, conformalized quantile regression (CQR) requires

the training of two models Q̂l, Q̂u for obtaining the upper and

lower quantile estimates. These are identical to the learned

model f̂ except that they use the quantile loss. Once the

relevant models have been trained, they can be used to obtain

the set of residuals r for the entire training dataset (JK-CV+)

or the calibration set (S-CP, LW-S-CP and CQR). Additionally,

LW-S-CP also requires the scaling of residuals using ĝ. Once

the (scaled) residuals r are computed, we can compute δ as

the 1 − α-th quantile of r. Note that δ is pre-computed and

need not be estimated for each query.

During the inference phase, we have to estimate the pre-

diction interval for a given query X . Given the output of

learned model f̂(X), the prediction interval for JK-CV+ and

S-CP can be computed by just performing a single addition

and subtraction as [f̂(X) − δ, f̂(X) + δ]. For LW-S-CP,

we calculate U(X) and compute the prediction interval as

[f̂(X)− δU(X), f̂(X)+ δU(X)]. Here, the cost is dependent

on the ML model ĝ that produces U(X). Using a lightweight

model such as xgboost for ĝ requires less than 0.1 milliseconds

in CPU for producing U(X). Finally, CQR requires the

invocation of two models Q̂l, Q̂u. Since Q̂l, Q̂u are identical

to the learned model f̂ except for the loss function, the cost is

exactly twice that of obtaining the selectivity f̂(X) from the

learned model. The PI is produced as [Q̂l(X)−δ, Q̂u(X)+δ].
One can invoke f̂(X), Q̂l(X) and Q̂u(X) in parallel so that

the PI is available immediately after f̂(X) is computed.

Obtaining Calibration Set. A practical issue in applying con-

formal prediction based approaches is the need for calibration

set. As we shall demonstrate later, these approaches work best

when they satisfy the exchangeabilty property. Every learned

selectivity model (and in general, almost all ML models) make

the i.i.d. assumption. Furthermore, if the labeled dataset D
has the i.i.d. property than any arbitrary partition of them into

training (DT ) and calibration (DC) data sets still satisfies the

i.i.d. property. Hence, a typical setup of the learned model

already ensures that the calibration set is representative (i.e.

exchangeable and i.i.d.) with the test set. When this assump-

tion is violated (such as due to covariate shift), then the perfor-

mance of BOTH the ML and the prediction interval algorithm

deteriorates. There are some prior theoretical research for

testing whether the dataset has the exchangeability property.

A common approach is through martingales [9]. Almost all

of the prior work on learned selectivity models produce the

queries using a generator. These methods often already have

the i.i.d. and thereby exchangeability property. We empirically

confirmed that workload of common benchmarks such as

LeCard [51], TPC-DS and JOB benchmark datasets have the

exchangeability property. Another practical heuristic would be

to augment the calibration set with queries from the test set

so that it becomes eventually representative of the test set.

V. EXPERIMENTAL EVALUATION

In this section, we conduct extensive experiments to evaluate

the performance of the uncertainty quantification algorithms

described in Section III.

A. Experimental Setup

Hardware and Platform. All our experiments were per-

formed on a NVidia V100 GPU. The CPU is a quad-core

2.2 GHz machine with 32 GB of RAM. We implemented the

algorithms for uncertainty quantification in Python.

Datasets. All of our experiments are conducted on the DMV

dataset that has been widely used for evaluating learned cardi-

nality estimation models. DMV consists of 11.6M tuples and

11 columns of which 10 are categorical. We also conducted

experiments on other datasets such as Census, Forest and

Power that were recently used in [51] for a rigorous evaluation

of learned models.
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Fig. 1: Prediction Intervals for Residual Error as Scoring Function.
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Fig. 2: Prediction Intervals for three single table datasets with residual error as scoring function (MSCN).
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Fig. 3: Join queries in TPC-DS (MSCN)
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Fig. 4: Join queries in JOB (MSCN)
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Fig. 5: PI for queries with larger selec-

tivities (MSCN)

Performance Metric. We used q-error defined in Section II for

measuring the estimation quality. Recall that q-error of 1 cor-

responds to perfect estimate. This metric has been extensively

used in the design of learned cardinality estimation models. If

the estimated or true cardinality is 0, then we modify it to 1.

Cardinality Estimation Algorithms. Our experiments are

conducted over three representative approaches – MSCN, Naru

and LW-NN. MSCN is an exemplar of supervised query-

driven approaches while Naru is a data-driven unsupervised

method. LW-NN is a lightweight model targeted towards range

predicates. It uses heuristic features such as estimates from

simpler models achieving good performance. Each of these

methods obtain competitive results in recent and independent

experimental evaluations [51], [16], [45]. Please refer to Sec-

tion II for further details. For each of these models, we reuse

the best hyper-parameters found in a recent work [51].

Uncertainty Quantification Algorithms. We use the four

approaches described in Section III for computing the pre-

diction intervals. They are Jackknife+ with cross validation

(JK-CV+), split conformal prediction (S-CP), locally weighted

split conformal prediction (LW-S-CP) and conformal quantile

regression (CQR). We used K=10 for Jackknife+ – ie we
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Fig. 6: PI for Q-Error as Scoring Func-

tion.
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ibration set (MSCN)

train 10 models by splitting the dataset into 10 disjoint

partitions. For the conformal methods, we used a 50-50 split

of training and calibration datasets consisting of 10K queries

each. We evaluate the prediction intervals on another workload

consisting of 10K queries. We evaluate the impact of the

training-calibration split later. Unsupervised approaches such

as Naru does not require a training workload. Here, we just

use the 10K queries for calibration alone. We modified the

supervised approaches MSCN and LW-NN for CQR based

prediction intervals. This is achieved by training two quantile

regression models Q̂l and Q̂u by altering the loss function

(mean q-error for MSCN and MSE for LW-NN) with pinball

quantile loss function. However, this approach does not work

for unsupervised approaches such as Naru. Hence, we compute

CQR PI only for supervised models. By default, we use the

residual error as the scoring function. The default coverage

level is set to 0.9. We do a common sense post-processing of

the prediction interval by clipping it to 0 and N respectively

which corresponds to the minimum and maximum possible

values for cardinality of a query.

Query Workload. We use the unified workload generator

from [51] that subsumes all the workload settings of prior

work on learned cardinality estimation. The generator is a

principled approach for obtaining a wide variety of queries

including point and range queries. In our plots, we focus

on queries with low selectivity (less than 0.1). Queries with

higher selectivity are often answered accurately by almost

all learned models. In fact, even a simple sampling based

approach would provide acceptable answer in this setting.

Illustrating the low cardinality queries allow us to showcase

the key trends of prediction intervals without cluttering the

plot with high selectivity queries that obfuscate them.

B. Experimental Analysis

Feasibility of Prediction Intervals. In our first set of exper-

iments, we investigate the feasibility of prediction intervals –

whether it is possible to compute tight prediction intervals

with rigorous theoretical guarantees in an efficient manner

without requiring extensive modifications to the model. Our

experimental results from Figure 1 for the DMV dataset shows

that it is indeed feasible! We compute prediction interval

for three learned models – MSCN, Naru and LW-NN –

using the residual error as scoring function. We plot the

normalized cardinality along with the prediction intervals from

the algorithms.

We can make the following observations. First, each of

the algorithms for computing PIs comfortably satisfied the

coverage requirements. Empirically, the prediction interval

contained the true cardinality estimate for more than 90%

of the queries in the test set. Second, roughly speaking, the

four algorithms demonstrate a consistent ranking based on the

tightness of the prediction interval. S-CP is the widest followed

by Jackknife+, localized S-CP and CQR. While S-CP and JK-

CV+ provide a constant PI, the PI of localized S-CP and CQR

could vary based on the query. This explains the comparatively

higher level of noise in the PI of localized S-CP and CQR.

Finally, the width of PI is dependent on the accuracy of the

cardinality estimation algorithm. Naru is one of the most-

accurate learned models and hence also benefits from tighter

PIs. LW-NN is comparatively less accurate resulting in wider

PIs. The results of the feasibility experiments over three other

datasets – Census, Forest and Power can be found in Figure 2.

We can see that the major trends and relative ranking between

the methods are similar to the DMV dataset. In order to reduce

the visual clutter, we only show the results of LW-S-CP and

CQR in the remaining plots.

We do not plot the PI for high selectivity queries as

the learned models are usually accurate and to avoid visual

clutter. Empirically, we found that it is easier to discern the

relative performance of PI algorithms for queries with smaller

selectivities. For example, the width of prediction interval δ for

S-CP is the same for all queries. Hence, a prediction interval

of say width 500 is more notable when the selectivity of a

query is 100 or 1000 than when it is 100K or 1 million. As

can be seen from Figure 5, the prediction intervals of all the

algorithms in the paper become indistinguishable.

Multi-Table Datasets. The prediction interval algorithms are

agnostic to single/multi table setting. Recall from Algorithms 1

to 4 that they operate on the list of residual errors. These errors

could have been obtained from a workload containing diverse

types of queries such as point/range, single-table/multi-table.
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and MSCN
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Fig. 10: PI when the calibration and test

sets are exchangeable (MSCN)
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Fig. 11: PI when the calibration and test

sets are non-exchangeable (MSCN)

As long as underlying learned model can handle the query

type (such as joins), the PI wrapper can transparently provide

interval estimates with coverage guarantees. We demonstrate

this property by conducting the experiments using the MSCN

model for two benchmark datasets – DSB (TPC-DS) and JOB.

We conducted experiments on the TPC-DS dataset where the

query workload was generated based on the default settings

of DSB. Specifically, DSB has 15 templates for SPJ queries

and we generated 1000 queries for each template. We also

ensured that there were no duplicate queries. We split the

query workload into training calibration and testing set in the

proportion 50:25:25. We used the JOB dataset and the work-

load from [22]. We trained the MSCN model and estimated

the prediction interval for each query in the testing set. The

results can be seen in Figures 3 and 4. We can see that the

overall trends and relative rankings of the PI algorithms are

consistent with that of the single-table scenario.

Integrating Prediction Intervals in Postgres. We conducted

a feasibility experiment based on a setting from [5] where

the authors modified the query optimizer of Postgres 9.6.6

to obtain upper bounds of join query selectivity from an

external module. No other changes were made to the rest of

the execution engine. We conducted our experiment in three

steps. First, we partitioned the queries from JOB benchmark

into equally sized calibration and testing set. There is no need

for training data as we used the default Postgres selectivity

estimator instead of any learned model. The estimator uses

multidimensional histograms, hand-written rules and assump-

tions on the underlying data [5]. Next, we issued the queries

from calibration set and obtained the selectivity estimates of

the default Postgres optimizer (with no modifications). We

calculated the residual error for each query in the calibration

set using their respective correct and estimated selectivites. We

estimated the parameter δ as per the split conformal algorithm

of Algorithm 2. Finally, each query from the testing set in in-

voked on a modified version of Postgres from [5]. Specifically,

we replaced the Postgres’ default estimate Est(Q) by the

upper bound of the prediction interval (i.e. Est(Q)+δ). Even

this simple approach of injecting prediction intervals into the

optimizer results in 11% reduction in the cumulative running

time of executing all queries in the testing set. We report

the average results after repeating the experiment 5 times

by randomly partitioning JOB benchmark into calibration and

testing set. Our analysis shows that the modified upper bound

especially benefits queries involving correlated columns that

are often underestimated by Postgres. A rigorous investigation

of other algorithms is a promising future work. Table I shows

the descriptive statistics of the Q-error for both the approaches.

We can see that our proposed approach achieves a meaningful

reduction of Q-error and also reduces the running time through

the selection of better execution plans.

Q-Error (Percentile)
90 95 99

Postgres 5.89 143 1822
Postgres with PI 4.62 102 1686

TABLE I: Performance of Postgres with and without Predic-

tion Intervals.

C. Factors Impacting Efficacy of Prediction Intervals

Impact of other scoring functions. By default, we use resid-

ual error as the scoring function for obtaining the PI. However,

the algorithms described in the paper, are agnostic to the

specific scoring function used. Intuitively, the scoring function

S(X, y) seeks to incorporate information about the model

performance. Hence, it returns smaller values for relatively

accurate estimates and larger values otherwise. While relative

error function |y−f̂(X)| follows this philosophy, it is possible

to do better. For example, consider two queries q1 and q2 with

cardinalities 100 and 1000 respectively. We get a residual error

of 1000 if the learned model predicts Est(q1) = 1100 and

Est(q2) = 2000. However, the error for q1 is much more

serious than that of q2. For example, the q-error for q1 and

q2 will be 10 and 2 respectively. This motivates us to study

the impact of other scoring functions. Specifically, we focus

on two of them – q-error and relative error. Relative error

is defined as |Card(q) − Est(q)|/Card(q). Both have been

widely used for evaluating the quality of cardinality estimators.

Figure 6 shows the PI when q-error is used as the scoring

function. We can immediately see that the PIs are much tighter

than the one in Figure 1 for residual error. Even though it is not
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clearly visible in the plot, the coverage guarantees still hold

empirically and theoretically for q-error (and relative error).

Figure 7 presents the PI when relative error is used as the

scoring function. We can see that the PIs are tighter than that of

Figure 1 but wider than that of Figure 6. We can conclude that

among the three popular metrics for estimating the cardinality

estimation quality, q-error provides the best PIs. Of course,

it is possible to obtain better intervals through other custom

scoring functions which is orthogonal to our work.

Impact of Coverage Level. In the next set of experiments, we

study how varying the coverage level 1 − α impacts the PIs.

We consider three commonly used coverage levels of 0.9, 0.95
and 0.99. Figure 9 depict the results for the MSCN classifier

with CQR. The results for other classifiers and PI algorithms

were quite similar. As expected, increasing the coverage level

also increases the size of the prediction interval. However, the

relative increase in width of PI is dependent on the uncertainty

quantification algorithm and the accuracy of the learned model.

If the model is relatively accurate, then the increase in PI

is relatively small. For example, changing the coverage level

from 0.9 to 0.95 results in minimal change for MSCN and

Naru but a relatively higher change for LW-NN which is a

noisier model. This is due to the fact that the 90-th percentile

q-error for MSCN and Naru are very close to that of 95-th

percentile q-error. However, when we increase the coverage

level from 0.95 to 0.99, we then observe a large PI for MSCN

while the relative impact for Naru is minimal. For example,

an independent work [51] found that for DMV dataset, the

95-th and 99-th percentile q-error for Naru are 1.09 and 1.35.

Whereas, the corresponding values for MSCN and LW-NN

are (5.3, 25.0) and (3.29, 22.1) respectively. This is reflected

in the proportional increase in PI for these classifiers at the

coverage levels 0.99 vis-a-vis 0.95 and 0.9.

Impact of Calibration Set. All of the four algorithms for

uncertainty quantification rely on a separate calibration set

for obtaining the quantile. In the next set of experiments, we

study how varying the calibration set impacts the prediction

interval. Specifically, we consider two extreme cases – when

the calibration set is representative of the testing dataset and

when it is not. The former scenario can occur when the

system has a good idea about the testing query workload

and used queries similar to the workload in the calibration

set resulting in exchangeable sets. In the other extreme, the

test queries could be arbitrarily different from that of the

calibration set. Figures 10 and 11 illustrate the PI for these two

scenarios. When the calibration and test sets are very similar,

one obtains tight PI for each of the four algorithms. When

they are dissimilar, the exchangeability assumption is violated

resulting in inaccurate prediction intervals. In fact, this even

results in the loss of coverage guarantees as seen in Figure 11

where the ground truth (black solid line) is not covered by the

PIs for significant number of queries. Admittedly, Figure 11

happens only under an extreme situation and a cherry picked

set of queries where the true cardinality does not fall into the

estimated prediction intervals.

Impact of Training-Calibration Split. Each of the uncer-

tainty quantification algorithm described in the paper relies

on the calibration set to choose an appropriate δ based

on the desired coverage level. This is especially important

for over-parameterized deep neural networks that often have

negligible error on the data points in the training dataset

due to overfitting. Hence, calibration set provides a better

estimate of the performance of the classifier over unseen

queries. Almost all of the prior work on conformal inference

use a 50-50 split of the dataset D into training DT and

calibration DC datasets. However, this results in a tradeoff. It

might seem that increasing the size of the calibration set could

potentially result in tighter prediction intervals. However, the

corresponding reduction in the size of the training dataset

results in a less accurate classifier. The lack of accuracy of

the classifier in turn makes the prediction intervals larger. On

the other hand, increasing the size of the training set makes the

classifier more accurate. However, using too little calibration

set results in reduced calibration accuracy resulting in tighter

prediction intervals and a higher variance. Note that as long

as the exchangeability assumption holds, the calibration set

still provides the coverage guarantees. However, the variance

of the prediction intervals (specifically δ) will be higher based

on which queries fall in the smaller calibration set.

In order to reduce the clutter in the plots, we consider three

discrete settings where the training dataset DT is set to 25%,

50% and 75% of the labeled dataset D. The remaining is

allocated to calibration set DC . Figure 12 depict the result of

this experiment for MSCN classifier for LW-S-CP algorithm.

We can observe that using a smaller training dataset results in a

larger prediction interval. Furthermore, increasing the training

dataset size to 75% results in the tightest prediction interval

among the three splits. We empirically found that using a

calibration set between 20-33% of the labeled dataset provides

a good balance between classifier accuracy and calibration

accuracy. This is also in line with the typical sizes of the

split between training and validation datasets. This finding is

corroborated by a prior work [25] that noted that unequal splits

could potentially achieve better performance than equal splits.

Impact of Classifier Accuracy. In the previous set of ex-

periments, the size of training dataset indirectly impacts the

classifier accuracy and thereby the prediction intervals. In

the final set of experiments, we study how the accuracy of

the classifier impacts each of the uncertainty quantification

algorithms. We conduct an experiment where we fix all the

hyper-parameters that provided the best results for MSCN

and Naru except for the number of epochs. Let EM be the

number of epochs that provided best results for MSCN. Then

we train three variants of MSCN where the model is trained for

0.5EM , 0.75EM and EM epochs respectively. Then we apply

the prediction interval algorithms over these classifier variants.

The training and calibration set are fixed for each of these

settings. We repeat this process for Naru classifier. Figures 13

and 14 illustrate the behavior for MSCN and Naru classifiers

for the split conformal prediction algorithm. As expected,
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Fig. 12: Varying Training-Calibration

Split (MSCN and LW-S-CP)
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Fig. 13: Impact of Classifier Accuracy
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Fig. 14: Impact of Classifier Accuracy

(Naru, S-CP)

we can see that S-CP provides valid coverage guarantees

regardless of the accuracy of the classifier. However, the

tightness of the bounds is influenced by the accuracy of the

classifier. Hence, the MSCN/Naru variant that was trained for

the entirety has a tighter PI than the variants that were trained

for lesser number of epochs. This phenomenon holds across

classifiers too with the PI for a Naru variant being tighter than

that of the corresponding MSCN variant.

Online Conformal Prediction. Recall from Section IV that

one could improve upon the PI by augmenting calibration set.

We conduct an experiment over the DMV dataset and MSCN

classifier. We begin with a calibration set of size 1000 and

100K queries in the testing dataset. After the PI for each

query qj is obtained, we augment the calibration set using

(qj , Sel(qj)). The PI estimation for every future query qk
will include qj in the calibration set. Figure 8 shows that

the prediction intervals become progressively tighter as the

calibration set becomes reflective of the workload.

D. Guidance for Practitioners.

S-CP is a simple and efficient algorithm that can be used

to compute the PI. While it provides the widest PI among

the four algorithms, it also requires almost no additional steps

other than computing the quantile of the residual errors. In

contrast, JK-CV+ requires the training of K models, localized

S-CP requires the training of another model for estimating the

uncertainty U(X) and CQR requires altering the loss function.

JK-CV+ provides a tighter PI than S-CP but at the cost of

training and maintaining K models. We found that the PI

of JK-CV+ were on average 83%-96% that of S-CP. If the

accuracy of PI is paramount then JK-CV+ is a viable approach

though it imposes a large computational cost. However, it

is possible to do much better through LW-S-CP and CQR.

LW-S-CP uses a normalization function U(X) (such as the

residual error) as the normalization function to provide tighter

PI than either S-CP or JK-CV+. However, the best PI is

obtained through CQR that requires the most intrusive changes

in terms of training two separate quantile regression models by

modifying the loss function. This may not always be possible.

To summarize, LW-S-CP is an appropriate first choice as it

balances efficacy of PI and the inference time. However, if the

efficacy is paramount and the learned model allows modifying

the loss function, then CQR is appropriate.

Promising approaches for improving PI. There are a

number of intriguing open research problems. While we

evaluated a simple heuristic of augmenting calibration set,

it is possible to design better mechanisms to incorporate

workload information. An emerging area of research is that

of localized conformal prediction (LCP) [10], [15] where a

subset of ‘local’ queries from the calibration set are used for

estimating the PI instead of the entire set. It is possible that

using such ‘local’ queries could provide a tighter interval.

If a query is representative of a given workload, it will

find sufficient ‘local’ queries from the workload allowing

for tighter prediction interval. A related problem is to detect

potential shift in workload so that we could take preventive

steps before losing the coverage guarantees. While there are

some work on exchangeability tests such as [9], identifying an

optimal one that is effective and efficient is important. Finally,

there is a need for more research on the design of appropriate

scoring and normalization function for S-CP and LW-S-CP

respectively. While we used residual, Q- and relative error

with promising results, it might be possible to do better.

VI. CONCLUSION

While learned models for cardinality estimation have

achieved tremendous successes in the recent years, accurate

cardinality estimation remains a challenging task. In this paper,

we investigated an orthogonal problem – how can we quantify

the uncertainty associated with the cardinality estimate of a

learned model through prediction intervals. We enumerated a

series of desiderata and identify four promising approaches

for this problem. We provided a self-contained introduction to

these ideas and conducted extensive experiments to understand

their tradeoffs. The experiments show that it is possible to

obtain accurate prediction intervals in an efficient manner

without intrusive changes to the learned model.
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