ABSTRACT
Motivated by the need for social distancing during a pandemic, we consider an approach to schedule the visitors of a facility (e.g., a general store). Our algorithms take input from the citizens and schedule the store’s discrete time-slots based on their importance in visiting the facility. We consider indivisible customer job requests that take single or multiple slots to complete. The salient properties of our approach are: (a) ensures social distancing by ensuring a maximum population in a given time-slot at the facility, (b) prioritizes individuals based on the importance of the jobs, (c) maintains truthfulness of the reported importance by adding a cooling-off period after their allocated time-slot, during which the individual cannot re-access the same facility, (d) guarantees voluntary participation of the citizens, and yet (e) is computationally tractable. The mechanisms we propose are prior-free. The problem is NP-complete for indivisible multi-slot jobs, and we provide a polynomial-time mechanism that is truthful, individually rational, and approximately optimal. Experiments with data collected from a store show that visitors with more important (single-slot) jobs are allocated more preferred slots, which comes at the cost of a longer cooling-off period and significantly reduces social congestion. For the multi-slot jobs, our mechanism yields reasonable approximation while reducing the computation time significantly. While our solutions are primarily motivated by the ongoing raging pandemic, our formulation naturally applies to a broad range of scheduling settings.
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1 INTRODUCTION
Pandemics show the limits of pharmaceutical interventions (e.g., vaccines). Infectious diseases have appeared multiple times in the history of the human race (Spanish flu, Ebola, SARS, COVID-19, etc.), and vaccine development has taken different approaches. However, the unique first defense had always been a non-pharmaceutical intervention called social distancing, a term that was added to all major English dictionaries in 2020. From the times of the Spanish flu (1918) [21] to the recent COVID-19 [36], it has been proven to be the most effective early solution.

The method of social distancing, however, has evolved. From the mass exodus of the population from the afflicted areas or forcing ships to anchor for months before entering a port in the early 20th century, we can now leverage communication and AI technologies to efficiently execute social distancing without disrupting human habitation or occupation. What we need is to socially schedule these individuals to visit the public facilities and prevent them from overcrowding. This is the approach we consider in this paper.

In our setting, each customer has an infinite queue of jobs that have different importances and lengths (both are privately known only to the customer). However, the customers are myopic, i.e., worry only about the last unprocessed job.  

They experience a better value if the job is assigned their preferred slots, but also a disutility to wait before submitting their next job for allocation. All jobs are indivisible, i.e., has to be completed once started. In this paper, we consider two settings: (i) all jobs are of single time-slot length, (ii) different jobs are of different integral time-slot lengths.

Though cast in the context of social scheduling for pandemics, a similar problem arises in general scheduling settings, e.g., scheduling traffic in freeways or multi-ownership computational jobs in a single-core processor. Since all such settings have multiple agents competing for a common resource and the importance of the jobs is private, the solutions involving truthful revelation in a computationally tractable manner also apply to those settings.

This paper introduces a novel approach to pandemic containment using the mechanism design that reduces congestion in facilities, satisfies various desirable theoretical properties, and exhibits fair performance in practice. The following section details the contributions of this paper.

1.1 Brief Problem Description and Contributions
The opening hours of a facility are divided into periods (e.g., a day), each of which has multiple slots (e.g., every hour when it is open). The customers have an unlimited number of outstanding jobs to be processed in a sequence at the facility, and they report the valuations of the immediate unprocessed job.  

A valuation \( v_j \) denotes agent \( i \)’s importance for that job if it starts in slot \( j \). Since this information is private to agent \( i \), a mechanism needs to elicit this truthfully. In a setting where the agents’ preferences are private, if the mechanism has no additional structures (e.g., transfer of individual payoff), only dictatorial mechanisms (where a pre-selected agent’s favorite
Waiting time is often seen as a resource that individuals agree to. The literature on pandemic control has widely documented the prior-free truthfulness, e.g., in the context of jobshop scheduling [20], which allocation with monetary transfers has been addressed to ensure socially reduce their social distancing efforts [8, 34].

During the equilibrium social distancing phase, individuals gradually reduce their social distancing efforts with different public policies and other factors [1, 13, 15, 33]. The benefits of social distancing depend on the extent to which the citizens follow it. An extensive part of the recent research related to social distancing during COVID-19 aims to understand the relationship of social distancing with different public policies and other factors [1, 10, 16, 27, 28].

Studies related to the behavior of individuals during the pandemic show that despite the infection probability not decreasing, during the equilibrium social distancing phase, individuals gradually reduce their social distancing efforts [8, 34].

In a slightly different strand of literature, the problem of resource allocation with monetary transfers has been addressed to ensure truthfulness, e.g., in the context of jobshop scheduling [20], which is also close to our work. Lavi and Nisan [24] study online supply curves based auction of identical divisible goods that ensures truthfulness. In this paper, we consider an offline allocation problem but a comparatively more complex one (multiple resources and indivisible tasks of different length). Chen et al. [9] propose a truthful approximate mechanism for online allocation of job to machines where the job can resume or restart once preempted. We provide a comparatively better approximation ratio for efficiency, albeit in an offline setting. The other related line of work involves designing incentives in queueing problems with specific cost structures that aim to find an efficient allocation truthfully and also ensures budget balance [4, 14, 26], while our model can admit costs of any structure.

In the context of job scheduling without money, Koutsoupias [22] studies the allocation of independent tasks to machines. Every machine reports the time it takes to execute each task and the mechanism provides an approximation to the minimum makespan in a truthful manner without money for one task—which can be repeated for multiple tasks. In this paper, we maximize the sum of the visitors’ valuations which are independent of the length of the job and provide an approximate mechanism for multiple tasks maintaining the slot-capacity. Braverman et al. [6] study a similar problem of the allocation of medical treatments at hospitals that have differential costs to patients and the patients value the hospitals differently. The waiting time before being admitted to the hospital helps to get a stable matching. However, the value of the agents do not change over slots and hence is different from our setting.

2 BASIC SETUP AND SINGLE-SLOT JOBS

Define $N := \{1, \ldots, n\}$ as the set of agents trying to access a facility $F$. Time is divided into periods, and each period is further divided into slots. The set of slots is denoted by $M := \{1, \ldots, m\}$. Every slot has a maximum capacity of $k$, which is decided by the region’s social distancing norm based on the size of the facility. A central planner (e.g., an AI app) allocates these slots to the agents, maintaining the capacity constraint. Every agent $i$ has a cardinal preference $v_{ij} \in \mathbb{R}_{\geq 0}$ (called the agent’s valuation) if her immediate unprocessed job is allocated slot $j$. The valuation implicitly reflects the importance of visiting the facility for that agent. The valuation vector of $i$ is represented by $v_i = (v_{ij}, j \in M) \in \mathbb{R}^m_+$. In this paper, we consider different facilities independently. The joint facility-slot allocation problem can be modeled as a similar problem with the additional constraint that the same slot cannot be allocated to the same agent at different facilities. We leave the detailed analysis for it as future work.

The planner decides the allocation, which can be represented as a matrix $A = [a_{ij}]$, where $a_{ij} = 1$ if agent $i$ is allotted slot $j$, and zero otherwise. We assume that every agent can be assigned at most one slot in a period, and the total number of agents assigned to each slot is at most $k$. We denote the slot assigned to $i$ by $a_i^*$. The planner also decides a delay $d = (d_i, i \in N)$, where $d_i$ is the time-delay (in the same unit as the valuation) of agent $i$ before which she cannot make another request to the system. The net payoff of an agent is
assumed to follow a standard quasi-linear form [32], which implies that every agent wants a more valued slot to be assigned to her and also wants to wait less.

\[ u_i((A, d), v_i) = v_i(A) - d_i, \text{ where } v_i(A) = v_{id_i}. \]  

Denote the set of all allocations by \( \mathcal{A} \). The delays \( d_i \in \mathbb{R}_{\geq 0}, \forall i \in N \). The planner does not know the valuations of the agents. Therefore he needs the agents to report their valuations to decide the allocation and the delay. This leaves the opportunity for an agent to misrepresent her true valuation. To distinguish, we use \( v_i \) for the true valuation and \( \hat{v}_i \) for reported valuations. In the first part of this paper, we will consider single-slot jobs and use the shorthand \( v = (v_i)_{i \in N} \) to denote the true valuation profile represented as an \( m \times n \) real matrix, and \( \hat{v} \) to denote the reported valuation profile. The notation \( v_{-i} \) denotes the valuation profile of the agents except \( i \). Therefore, the planner’s decision problem is formally captured by the following function.

**Definition 3.1 (Efficient Per Period (EPP)).** An SSF \( f \) is efficient per period (EPP) if, at every period, it chooses an allocation \( A^* \) that maximizes the sum of the valuations of all the agents. Formally, if \( f(\cdot) = (A^*(\cdot), d(\cdot)) \), then

\[ A^*(o) \in \arg\max_{A \in \mathcal{A}} \sum_{i \in N} \sum_{j \in M} a_{ij}a_{ij}. \]  

However, since the planner can only access the reported values \( \hat{v}_i \)'s, which can be different from the true \( v_i \)'s, the reported values must indeed be the true values. The following property ensures that the agents are incentivized to ‘truthfully’ reveal this information irrespective of the reports of the other agents.

**Definition 3.2 (Per Period Dominant Strategy Truthful).** An SSF \( f(\cdot) = (A(\cdot), d(\cdot)) \) is truthful in dominant strategies per period if for every \( v_i, \hat{v}_i, \hat{d}_i, \hat{d}_i, \) and \( i \in N \)

\[ v_i(A(v_i, \hat{d}_i)) - d_i(v_i, \hat{d}_i) \geq v_i(A(\hat{v}_i, \hat{d}_i)) - d_i(\hat{v}_i, \hat{d}_i). \]

The next property ensures that it is always weakly beneficial for every rational agent to participate in such a mechanism.

**Definition 3.3 (Individual Rationality).** An SSF \( f(\cdot) = (A(\cdot), d(\cdot)) \) is individually rational if for every \( v_i \) and \( i \in N \)

\[ v_i(A(o)) - d_i(o) \geq 0. \]

Large facilities with a large number of high-capacity slots lead to an exponential increase in the size of the set \( \mathcal{A} \). This largeness of \( \mathcal{A} \) makes it challenging to find a solution quickly. In a practical setting, where the allocations and delays need to be decided before every period, it is desirable to have an SSF that is computable in a time polynomial in \( n \) and \( m \) so that it finishes the computation in a time negligible to the time duration of the period. We consider algorithms that are strongly polynomial [17]. An SSF is strongly polynomial-time computable if there exists an algorithm that computes it in a time strongly polynomial in \( n \) and \( m \), irrespective of the size of the actual data, such as the value of the \( v_i \)'s or \( k \).

### 4 PERIODIC MECHANISMS

We consider mechanisms that run at every period of this social scheduling problem. The agents report their valuations at the beginning of every period. The planner decides the schedules and delays.\(^5\) Since the agents have the opportunity to overstate their importance to get a better slot allotted to them, our approach that uses the ideas of mechanism design [5] to this social scheduling problem is useful. We use the delay as a surrogate for transferable utility among the agents to satisfy several desirable properties.

For the single-slot job setup, the delays of agents are computed via the standard VCG payment rule, and we call the allocation and delay together as the mechanism \( \text{VCG-T} \) (VCG with Time delays). \( \text{VCG-T} \) mechanism is as follows.

**Description of VCG-T.** The SSF needs to decide on the allocation \( A \) and the delay \( d \). \( \text{VCG-T} \) computes the allocation as follows.

\[
\begin{align*}
\arg\max_{A} & \sum_{j \in M} \sum_{i \in N} a_{ij}a_{ij} \\
\text{s.t.} & \sum_{j \in M} a_{ij} \leq 1, \forall i \in N; \sum_{i \in N} a_{ij} \leq k, \forall j \in M \\
\end{align*}
\]

This is an LP relaxation of the actual allocation problem, which allows \( a_{ij} \)'s to be only in \( \{0, 1\} \). We will show that this is without loss of optimality since the solution to LP (3) will always be integral and coincide with the solution of the corresponding IP.

The delays of agents are computed via the standard VCG payment rule. Denote the optimal allocation of LP (3) by \( A^*(o) \). Also, denote the allocation given by LP (3) when agent \( i \) is removed from the system by \( A^*_{-i}(o_{-i}) \). For agent \( i \), the delay is given by,

\[ d_i := \sum_{t \in N \setminus \{i\}} v_t(A^*_{-i}) - \sum_{t \in N \setminus \{i\}} v_t(A^*). \]

The mechanism in every period is described in Section 4.

\(^5\)For mechanisms that consider the dynamic extension of such allocation problems with finite or infinite horizon [3, e.g.,] (a) the designer needs to know the transition probabilities, (b) equilibrium guarantees are weaker, and (c) are computationally expensive. These factors made us restrict our attention to periodic mechanisms.
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Denote the matrix on the LHS by C. The first \( n \) and the next \( m \) rows correspond to the first and second set of constraints of LP (3), respectively. We show that \( C \) is totally unimodular (TU), which is sufficient to conclude that LP (3) has integral solutions. We use the Ghouila-Houri characterization [7] to prove that \( C \) is TU. According to this characterization, a \( p \times q \) matrix \( C \) is TU if and only if each set \( R \subseteq \{1,2,\ldots,p\} \) can be partitioned into two sets \( R_1 \) and \( R_2 \), such that, \( \sum_{i \in R_1} a_{ij} - \sum_{i \in R_2} a_{ij} \in \{1,0,-1\} \), for \( j = 1,2,\ldots,q \). Note that, in \( C \), every column has two \( 1 \)'s, one in the first \( n \) rows and one in the next \( m \) rows. Pick any subset \( R \) of the rows, construct the \( R_1 \) to be the rows that come from the first \( n \) rows, and \( R_2 \) to be the rows that come from the last \( m \) rows (one of these partitions can be empty). Clearly, the difference in each column of the rows \( R \) will lie in \( \{1,0,-1\} \). Hence proved.

The result above shows that the optimal solution of LP (3) is an optimal solution of the corresponding integer program that maximizes the per-period social welfare. Hence, we conclude the following.

**Algorithm 1** 

**VC**G-T in every period

1. **Input:** for every agent \( i \in N \), the value \( \hat{v}_i \)
2. compute \( A' (\hat{\delta}) \) (Equation (3)) as the allocation
3. charge a delay \( d(\hat{\delta}) \) (Equation (4)) to every \( i \in N \) for which they cannot access the scheduling mechanism again
4. **Output:** \( A' (\hat{\delta}) \) and \( d(\hat{\delta}) \)

Since **VC**G-T uses the VCG payment expression to compute the time delay and because the allocated slots are *goods* to the agents, the following two facts follow from the known properties of the VCG mechanism. For completeness, the proof for these facts is provided in the Appendix B.

**FACT 1.** **VC**G-T is per period dominant strategy truthful.

**FACT 2.** **VC**G-T is individually rational for every agent.

In the next section, we show that the **VC**G-T mechanism for the single-slot job is per period dominant strategy truthful, individually rational, and runs in strongly polynomial time.

### 5 **VC**G-T FOR SINGLE-SLOT JOBS

We first show that the allocation given by **VC**G-T indeed maximizes per-period social welfare.

**Theorem 5.1.** The allocation of **VC**G-T given by LP (3) always gives integral solutions.

**Proof.** Consider the vector \( x^T = (a_1, \ldots, a_m, \ldots, a_{n1}, \ldots, a_{nm}) \), i.e., the rows of \( A \) linearized as a vector. We can write the constraints of LP (3) in using a \((n + m) \times nm\) constraint matrix, s.t.,
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**Corollary 5.2.** **VC**G-T is EPP.

Even though the LP formulation of **VC**G-T is without loss of optimality, in general, LPs can be weakly polynomial, i.e., the space used by the algorithm may not be bounded by a polynomial in the size of the input. However, we show that an even stronger result holds for **VC**G-T. The forthcoming results show that the allocation and delays of **VC**G-T are strongly polynomial. To show this, we will first reduce the allocation problem (LP (3)) to a minimum weight \( b \)-matching problem, which is known to be strongly polynomial [31].

Consider an edge-weighted bipartite graph \((N, M, E)\), where \( N \) and \( M \) are the agent set and set of slots, respectively. The set \( E \) denotes the edges \((i, j)\) with weights \(-v_{ij}\). The matching constraints are given by \( b_1 = 1, \forall i \in N \), and \( b_j = k, \forall j \in M \).

**Lemma 5.3.** Let \( E^* \subseteq E \) be a perfect \( b \)-matching in \((N, M, E)\) and \( A^* = [a^*_{ij}]_{i \in N, j \in M} \) be an allocation where \( a^*_{ij} = 1 \Leftrightarrow (i, j) \in E^* \). The matching \( E^* \) is a minimum weight perfect \( b \)-matching iff \( A^* \) is an optimal solution to LP (3).

**Proof.** We prove this via contradiction. Suppose \( A^* \) is not an optimal solution to LP (3), i.e., there exists \( A' \) which satisfies the constraints and yet gives a larger weight to the objective function than that of \( A \). Hence, \( \sum_{j \in M} \sum_{i \in N} a^*_{ij} \geq \sum_{j \in M} \sum_{i \in N} a'_{ij} \) (Equation (3)) as the allocation
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Consider the edge set \( E' \) corresponding to \( A' \). This is a perfect \( b \)-matching since \( A' \) satisfies the constraints of LP (3), and \( E' \) gives a lower weight than \( E^* \), which proves that \( E^* \) is not the minimum weight perfect \( b \)-matching. The implications can be reversed to obtain the other direction of the proof. \( \square \)

Note that the delays are calculated by solving an equivalent LP like LP (3) with one less agent. Therefore, each of these LPs is strongly polynomial, and the planner needs to solve \( n \) of them. The computation of each delay requires the addition of \( 2(n - 1) \) terms and one subtraction. Hence, the number of computations is polynomial in the number of numbers in the input instance, and the space required is polynomial in the input size. Therefore we conclude the following.

**Corollary 5.4.** The computation of the delays in **VC**G-T is strongly polynomial.

Combining Theorem 5.1, Lemma 5.3, and Corollary 5.4, we get the following result.

**Theorem 5.5.** **VC**G-T provides a combinatorial, strongly polynomial algorithm for computing a social schedule and delays.

The main contribution of this paper is to schedule the multi-slot jobs that are relatively difficult to schedule. We present our results for multi-slot jobs in the next section.

### 6 MULTI-SLOT JOBS

In this section, we consider jobs with different lengths, i.e., for agent \( i \), the job may be of length \( l_i \geq 1 \). Since the job is *indivisible*, the entire length \( l_i \) of the job requires contiguous slots for execution within the period. For example, an individual may visit a facility (e.g., a shopping mall) for quick shopping, which may take a shorter duration, or for dining, which may take longer. However, all these
jobs are indivisible, and the allocation needs to provide contiguous time-slots to that agent. The agents report their valuations and lengths of their jobs. We show that the optimal allocation problem in such a setting can be computationally intractable. The notation is mildly updated as follows to accommodate the multi-slot jobs.

Each agent \(i\) gets a valuation \(s_{ij}\) for her last unprocessed job if her job begins at slot \(j\) and has a length \(l_i\). The value of the job is zero if (a) it starts at any of the last \((l_i - 1)\) time-slots of the period (since it cannot finish within the period), and (b) if the job is unallocated.

A matrix \(V\) consists of the agents’ reported valuations, and \(L\) consists of the lengths of agents’ jobs. Allocation is given by the matrix \(A = (a_{ij})\), where \(a_{ij} = 1\) if agent \(i\)’s job starts at slot \(j\), else \(a_{ij} = 0\), and \(a_i\) represents the slot allocation vector for agent \(i\). Keeping all other notations as before, we define the MIA problem as follows.

**Definition 6.1 (Multi-slot Indivisible jobs Allocation problem (MIA)).** Given \((N, M, V, L, k)\), find an allocation \(A\), such that \(\sum_{i \in N} \sum_{j \in M} a_{ij}\) is maximum, subject to the constraints that the total number of jobs allocated in a slot does not exceed the capacity of the slot, and each job \(i\) is assigned to at most \(l_i\) contiguous slots. Mathematically, **MIA** is given by the following integer program (IP).

\[
\begin{align*}
\arg\max_A & \sum_{i \in N} \sum_{j \in M} v_{ij} a_{ij} \\
\text{s.t.} & \sum_{i \in N} \sum_{j \in M} a_{ip} \leq k, \forall j \in M, \quad (5) \\
& \sum_{j \in M} a_{ij} \leq 1, \forall i \in N; \quad a_{ij} \in \{0, 1\}, \forall i \in N, \forall j \in M
\end{align*}
\]

The first set of inequalities ensures that the number of jobs processed in a slot does not exceed the slot capacity \(k\). We sum over every job \(i \in N\) and check if it is under execution at \(j\) for every \(j \in M\). A job \(i\) is under execution at slot \(j\) if allocated at a slot \(p\) s.t., \(j \leq p + l_i - 1\). The second set of inequalities ensures that no job is allocated more than once.

We show that **MIA** is computationally intractable by performing a polynomial reduction from the Multi-Unit Combinatorial Auction (MUCA), which is NP-complete.

**Description of MUCA:** Consider a multiset \(M = (G, y)\), where \(G = \{1, 2, 3, \ldots, g\}\) is a set of goods and \(y\) is a function, \(y: G \rightarrow \mathbb{Z}_{\geq 0}\) representing the multiplicity or the number of available units of the elements of \(G\) in \(M\). Each agent \(i \in N = \{1, 2, \ldots, n\}\) is a multi-minded bidder, which means \(i\) has a positive valuation \(w_i(\cdot)\) for multiple bundles of available goods. We call the set of bundles for which agent \(i\) has a positive valuation to be the demand set of \(i\), represented by \(D_i\). The valuation function is such that, \(w_i(q) \in \mathbb{R}_{\geq 0}, q \in D\). We use the following notation \(D = \{D_i\}_{i \in N}\) and, \(W_i = (w_i(\cdot))_{q \in D}, W = [W_i]_{i \in N}\). This paper assumes that every agent demands at most one unit of every good. With this assumption, an allocation of a bundle of goods to the agents is represented as a matrix \(S = [s_{ij}]\), where \(s_{ij} = 1\), if the bundle \(q \in D_i\) is allocated to \(i\), else \(s_{ij} = 0\). For an allocation \(S\), every agent \(i\) gets a valuation, \(w_i(S) = \sum_{q \in \mathbb{D}_i} w_i(q) s_{iq}\), otherwise \(w_i(S) = 0\). The formal definition is as follows.

**Definition 6.2 (Multi-Unit Combinatorial Auction (MUCA)).** Given \((N, M, W, D)\), find an allocation \(S\) of goods to the agents such that \(\sum_{i \in N} \sum_{q \in \mathbb{D}_i} w_i(q) s_{iq}\) is maximum, and the total units of good \(j \in G\) allocated to the agents does not exceed \(j\)’s availability \(y(j)\). Every agent \(i\) is assigned at most one of the demanded bundles from \(D_i\). Mathematically, **MUCA** is given by the following integer program (IP):

\[
\begin{align*}
\arg\max_S & \sum_{i \in N} \sum_{q \in \mathbb{D}_i} w_i(q) s_{iq} \\
\text{s.t.} & \sum_{i \in N} \sum_{q \in \mathbb{D}_i} s_{iq} \leq y(j), \forall j \in G \\
& \sum_{q \in \mathbb{D}_i} s_{iq} \leq 1, \forall i \in N; \quad s_{iq} \in \{0, 1\}, \forall i \in N, \forall q \in \mathbb{D}_i
\end{align*}
\]

The reduction of **MIA** to **MUCA** proceeds as follows. For a given instance \((N, M, V, L, k)\) of **MIA**, construct an instance of **MUCA** \((N, M, W, D)\) such that the set of agents \(N\) is \(N\), the set of goods \(G\) is the set of the slots \(M\) within the period, where \(y(j) = k, \forall j \in M\). For every \(i \in N\), the demand set \(D_i\) consists of \((m - l_i + 1)\) distinct bundles. Each of the bundles in \(D_i\) is of size \(l_i\) and consists of \(l_i\) contiguous slots. We denote a bundle as \(q\) if it contains \(l_i\) contiguous slots starting from slot \(j\), and \(w_i(q)\) is equal to \(s_{ij}\) (the valuation \(i \in N\) gets if her job starts at slot \(j \in M\)). The above construction is done in polynomial steps of the input size. We construct a solution of **MUCA** from a solution of **MUCA** in the following way: for every \(q_j \in D_j\) and \(i \in N\), if \(s_{ij} = 1\) then, \(a_{ij} = 1\), for every \(i \in N\) and \(j \in M\). Similarly, we construct a solution of **MUCA** from a solution of **MIA** in the following way: if \(a_{ij} = 1\) for \(i \in N\) and \(j \in M\) then, \(s_{ij} = 1\) for every \(q_j \in D_j\) and \(i \in N\). The following lemma shows that an optimal solution of **MIA** is an optimal solution of **MUCA** and vice-versa.

**Lemma 6.3.** Let \(S^*\) is a solution for **MUCA** for a multiset of goods \(M\), and \(A^*\) is such that, \(a_{ij}^* = 1\) for \(i \in N\) and \(j \in M\), if and only if \(s_{ij} = 1\) in \(S^*\) for \(i \in N\) and \(j \in M\), then \(A^*\) is an optimal solution for **MIA** if and only if \(S^*\) is an optimal solution for **MUCA**.

Since **MUCA** is NP-complete \([12, 30]\), using Lemma 6.3, we get the following theorem.

**Theorem 6.4.** **MIA** is NP-complete.

However, it is possible to find an approximately efficient allocation in polynomial time that is truthful and individually rational. To find that, we leverage the approximation algorithm of **MUCA** due to Bartal et al. \([2, \text{Theorem 3}]\). Using Lemma 6.3 and the following few results, we prove that there exists a polynomial time truthful mechanism (**MIA** Approximation Algorithm or **MAA**) to achieve \(O(km^{\frac{\alpha}{2}})\) approximation to the optimal solution of **MIA**.

The operational principle of **MAA** is a sequential dictatorship, where the sequence is an arbitrary order (WLOG \(1, 2, \ldots, n\)) of the agents and is independent of the information submitted by them. The mechanism comes with a price\(^6\) vector, which is updated while iterating over the agents in the sequence. We use a superscript \(i\) to denote the price faced by the agent \(i\), for slot \(j\), \(P^i_j\) when \(i\)’s

\(^6\) The terms price and delay are equivalent in the rest of the paper.}
Algorithm 2 MAA in every period

1: Procedure MAA(N, M, V, L, k)
2: \( b \leftarrow \arg \max_{i \in N} v_{ij_i}; \) \( v_{\max} \leftarrow \max_{i \in N, j \in M} v_{ij}; \) /\( b \) is the agent with highest valuation (\( v_{\max} \)) for any slot. \(/\)
3: \( Q_0 \leftarrow [0, 0, \ldots, m \text{ times}] \)
4: \( a_{bp_i}^* = 1, \text{ where } s' = \arg\max_i(v_{bi}); /\) Allocate the highest valued slot for \( b \).
5: \( a_{b^j}^* = 0, \forall j \in M \setminus \{s'\}; \)
6: if \( i \in [1, 2, \ldots, n] \) and \( i \neq b \) do
7: \( Q_j \leftarrow Q_{j-1} \)
8: \( a_{i^j}^* = 1, \text{ where } s = \max_i(P_{ij}, v_i) \) (Equation (7))
9: \( a_{ij}^* = 0, \forall j \in M \setminus \{s\}; \)
10: \( P_{\delta} \leftarrow \sum_{j=1}^{m} P_{ij}^* \)
11: for \( j \in [1, 2, \ldots, m] \) do
12: \( a_{ij}^* \leftarrow \max_{i \in N} v_{ij} \)
13: \( Q_j \leftarrow Q_{j-1} + 1 \)
14: else
15: \( Q_j \leftarrow Q_{j-1} \)
16: return \( a^*, P \)

The allocation to \( b \) is at most one unit from each slot. With carefully choosing \( \pi_0 \) and \( r \), we bound the units of any slot allocated to the other agents, \( Q^*_j \) to \((k-1) \), maintaining the possibility of the maximum use of every slot. Since \( \max \) allocates a slot only if that allocation increases the agent’s utility, the following result holds.

Theorem 6.6. MAA is individually rational.

Next, we show that misreporting the private information \((v_i, l_i)\) is never beneficial for any agent \( i \).

Theorem 6.7. In MAA, reporting \( v_i \) and \( l_i \) truthfully in every period is a dominant strategy for all \( i \in N \).

Proof. For the agent \( b \), we see that the utility is that of a second price auction and is independent of its length report. Since for the second price auction revealing valuation truthfully is a dominant strategy, therefore, truthfully revealing valuation and length is a dominant strategy for \( b \).

For the other agents, note that MAA considers the agents sequentially and allocates the utility-maximizing available slots in their turn. The order of the agents in MAA is independent of the valuations and lengths of the jobs. Consider agent \( i \). When her turn comes, the mechanism picks the slots that give the maximum difference between the valuation of \( i \) for those slots and the current prices of those slots. Note that, the prices of those allocated slots are not dependent on the valuation or length reported by agent \( i \) (rather, it is dependent on the reports of the previous agents in the sequence and \( b \)), and the mechanism allocates her the optimal set of slots. Hence, by misreporting the valuation \( v_i \), agent \( i \) can either continue to get the same slots or get a worse set of slots w.r.t. her true valuation. Hence, there is no incentive for \( i \) to misreport her valuation.

Misreporting length: If \( l_i < l_i^* \), MAA allocates only \( l_i \) number of contiguous slots to \( i \) (which can have zero value as \( l_i^* \) is not sufficient for completion of her job) and \( i \) can get a negative payoff as she has to pay \( P_i \) (which is non-negative). If \( l_i > l_i^* \), then MAA allocates more slots than \( i \) actually needs. This allocation does not increase agent \( i \)’s valuation but increases the price since now she will be charged for \( l_i^* \) slots which is larger than the true length.

We get the claim by combining the above two arguments that hold for all \( i \in N \) irrespective of the reports of the other agents.
To find the best slot for an agent, max checks the feasibility constraints and computes the allocation considering the slots’ valuation and current price. As there are \((m - l_i + 1)\) possible allocations, max requires at most \(O(m)\) time for every agent \(i\). Therefore, the following result on the complexity of MAA holds.

**Theorem 6.8.** MAA has time complexity \(O(mn)\).

We need a few more results to show the approximation factor of MAA. Due to paucity of space, we present those results (similar to the ones by Bartal et al. [2], modified according to MIA) in the full version of the paper. These results help us prove the main theorem of this section.

**Theorem 6.9.** There exists a polynomial time \((O(mn))\), incentive compatible, and individually rational mechanism to achieve \(O(km^{\frac{1}{k+1}})\) approximation to the optimal solution for MIA.

The result above shows the existence of an approximately efficient mechanism that satisfies the other three desirable properties. The question of finding a lower bound on the approximation ratio remains open.

### 7 EXPERIMENTS

While the mechanisms presented in this paper satisfy several desirable properties of a social scheduling mechanism for indivisible single and multiple-slot jobs, its prioritizing profile for different classes of importance, costs of prioritization, and reduction in social congestion are not theoretically captured. In this section, we investigate these properties using real and synthetic datasets. The real dataset we collected from a store gave us only the checkout (billing) time from 7 AM to 9 PM (opening hours of the store) for the whole month of July 2020. Since the dataset is not available post-publication, the dataset will be made publicly available post-publication. The dataset contains the customers’ hourly checkout (billing) time from 7 AM to 9 PM (opening hours of the store) for the whole month of July 2020. Since the dataset was anonymized for customer identification, we have assumed that the billing timestamps are unique users for a day. Given the store size, around 32 people an hour should be a fair capacity to maintain social distance. However, the data shows that the monthly average during the periods 5-6 PM, 6-7 PM, and 7-8 PM were 38.00, 48.63, and 52.83, respectively. Interestingly, the monthly average of the population in an hour is 26.5, which is well within the safety limits.

Therefore, this dataset works as a perfect example of where users can benefit significantly from social scheduling.

**Figure 1: Social congestion reduction, slot capacities 28 (top) and 32 (bottom).**

We divide the store opening hours into 14 hourly slots between 7 AM to 9 PM. For each day, the slots are sorted in decreasing order of footfall. We fix this order of the slots as the preference order of each agent for that day. The valuations for every customer for her most preferred slot are drawn from a distribution \([\text{high}:0.1, \text{medium}:0.3, \text{low}:0.6]\). The valuations for the other slots are assumed to decrease with a multiplicative factor \(\delta = 0.8\) in the order of the slot preference, i.e., the valuation for the \(t\)-th most preferred slot of a medium agent will be \(2^{t-1}\). In this experiment, if a user is not allocated a slot on a certain day, she is given the option to update her importance and preferences for the next day. For the experiments, we assume that the user increases the importance by one level, e.g., low becomes medium, and keeps the slot preferences the same. After three consecutive days, if an agent is not allocated, she is considered ‘non-allocated,’ and alternative arrangements (e.g., home delivery) are made. Figure 1 shows the comparison of the average current population with that allocated by VCG-T for slot capacities 28 (above) and 32 (below). The figures also show the daily non-allocated population in red. Each plot in this section shows the average values with a 95% confidence interval. The plots show the trade-off between better social distancing (lower slot capacity) and its cost (non-allocation). However, in both these cases, social congestion is reduced by approximately 50% during rush hours.

VCG-T also prioritizes the jobs at a cost. Figure 2 shows the allocated slot preference and the delays for the three different classes of valuations for slot capacity 30. It shows that a higher valuation comes with a higher delay.

**7.2 Suboptimality vs Complexity Reduction (MAA)**

The sub-optimality of MAA (Algorithm 2) was obtained for a worst-case scenario in §6. Here we investigate the sub-optimality of MAA and the amount of time it reduces w.r.t. a brute-force algorithm that finds the optimal allocation of the slots. The top plot of Figure 3 shows the percentage reduction \(((t_{\text{OPT}} - t_{\text{MAA}})/t_{\text{OPT}})\) in the running
time of MAA compared to the optimal mechanism, where \( t_{OPT} \) and \( t_{MAA} \) are the running times of the optimal and MAA mechanisms, respectively. The bottom plot shows the ratio of the optimal social welfare to the welfare yielded by MAA. For each agent, a slot preference order is generated uniformly at random from the set of all feasible preference orders over the slots. Valuations for the most preferred slot are generated from a uniform distribution over \{high, medium, low\} and for other slots is assumed to decrease with a multiplicative factor \( \delta = 0.5 \), same as that in §7.1. The length of jobs is generated randomly with uniform distribution in the range \( 1 \) to \( m \). The experiment is run with \( n = 6, k = 5, \) and \( m \) varying from \( 3 \) to \( 8 \). For each value of \( m \), the experiment is repeated for 100 valuation matrix and length vector pairs. The parameters \( m, n, k \) are chosen such that the optimal mechanism is computable in a reasonable time, yet the experiment yields an insightful result. We see that MAA reduces the running time by more than 99.5% and yields an approximation of roughly 1.75 on average.

8 CONCLUSION

This paper presents results addressing some unique approaches toward social distancing that distinguish them from the extant literature. We use time delay as a method to incentivize individuals to report their true importance of a store visit. To the best of our knowledge, there is no work on the social distancing problem through scheduling the visitors efficiently and maintaining economic properties. Most works (and apps) monitor and enforce or roster individuals to maintain social distancing. The first-come-first-served type apps do not consider the importance of a visit. Hence, our work fills this critical gap in the social distancing literature by providing computationally efficient scheduling schemes, truthfully eliciting information on the importance of a visit, and prioritizing more important jobs. In other words, this approach solves the problem at the source, even before people leave for the store. Our algorithm shows how such approaches can efficiently reduce the stress on the stores by scheduling individuals on real-world data. There are some natural extensions possible for this work that do not immediately follow from the results and warrant a separate investigation. In the future, we like to extend this for dynamic arrivals and departures and multiple stores simultaneously.
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APPENDIX

A SCALABILITY

![Computation time graph]

Figure 5: Computation times of VCG-T.

This section examines VCG-T’s computation time for finding the allocation and delays for a realistic population. We run VCG-T in Python for a different number of slots (m) with slot capacity (k) being 12. For every m, we fixed n = mk and repeated the experiment 10n times. Figure 5 shows the growth of the computation time of the mechanism. As a reference, to solve the allocation and delays for the store of Section 7.1, it takes about 100 secs. The simulations have been performed in a 64-bit Ubuntu 18.04 LTS machine with Intel(R) Core(TM) i7-7700HQ CPU @2.80GHz quad-core processors and 16 GB RAM.

B PROOFS FOR Facts 1 and 2

Since VCG-T uses the VCG payment expression to compute the time delay and because the allocated slots are goods to the agents, the following two facts follow from the known properties of the VCG mechanism.

**Fact.** VCG-T is per period dominant strategy truthful.

**Proof.** This proof is a standard exercise in the line of the proof for Vickery-Clarke-Groves (VCG) mechanism [11, 18, 35].

Let us assume for the contradiction that, there exist an agent \( i \) for having true valuations for the slots as, \( v_i \), but misreports it as \( v'_i \) (the corresponding value function is \( v'_i \)), and gets better utility. Suppose \( A(v'_i, v_{-i}) = A' \) and \( A(v_i, v_{-i}) = A^* \). The utility of \( i \) for \( A' \) is:

\[
v_i(A') - d_i(v'_i, v_{-i}) = v_i(A') - \sum_{t \in N \setminus \{i\}} v_t(A(v_{-i})) + \sum_{t \in N \setminus \{i\}} v_t(A')
\]

\[
= \sum_{t \in N} v_t(A') - \sum_{t \in N \setminus \{i\}} v_t(A(v_{-i}))
\]

Similarly, the utility of \( i \) for \( A^* \) is:

\[
v_i(A^*) - d_i(v_i, v_{-i}) = \sum_{t \in N} v_t(A^*) - \sum_{t \in N \setminus \{i\}} v_t(A(v_{-i}))
\]

If \( i \) gets better utility by misreporting her valuation as \( v'_i \), then

\[
\sum_{t \in N} v_t(A') > \sum_{t \in N} v_t(A^*)
\]

The above inequality leads to the contradiction that \( A^* \) is optimal for the reported valuation \((v_i, v_{-i})\). Therefore, VCG-T is dominant strategy truthful in every period. \( \square \)

**Fact.** VCG-T is individually rational for every agent.

**Proof.** This proof is a standard exercise in the line of the proof for Vickery-Clarke-Groves (VCG) mechanism [11, 18, 35].

Let us assume for the contradiction that, there exist an agent \( i \) for having true valuations for the slots as, \( v_i \), but misreports it as \( v'_i \) (the corresponding value function is \( v'_i \)), and gets better utility. Suppose \( A(v'_i, v_{-i}) = A' \) and \( A(v_i, v_{-i}) = A^* \). The utility of \( i \) for \( A^* \) is:

\[
v_i(A^*) - d_i(v'_i, v_{-i}) = v_i(A^*) - \sum_{t \in N \setminus \{i\}} v_t(A(v_{-i})) + \sum_{t \in N \setminus \{i\}} v_t(A')
\]

\[
= \sum_{t \in N} v_t(A^*) - \sum_{t \in N \setminus \{i\}} v_t(A(v_{-i}))
\]

If \( i \) gets better utility by misreporting her valuation as \( v'_i \), then

\[
\sum_{t \in N} v_t(A') > \sum_{t \in N} v_t(A^*)
\]

The above inequality leads to the contradiction that \( A^* \) is optimal for the reported valuation \((v_i, v_{-i})\). Therefore, VCG-T is dominant strategy truthful in every period. \( \square \)

C PROOF OF Lemma 6.3

**Proof.** Suppose the above statement is not true; hence, \( A' \) but not \( A^* \) is an optimal solution for MUA.

\[
\sum_{i \in N} \sum_{j \in M} w_{ij} a_{ij}^* \geq \sum_{i \in N} \sum_{j \in M} w_{ij} a_{ij}
\]

As \( w_{ij} = w_{ij}^* = 1 \) only if \( s_{ij}^* = 1 \), with the constructed \( S' \) corresponding to \( A' \) the following inequality holds,

\[
\sum_{i \in N} \sum_{j \in D_i} w_{ij} s_{ij}^* \geq \sum_{i \in N} \sum_{j \in D_i} w_{ij} s_{ij}
\]

The above equation results in a contradiction that \( S^* \) is an optimal solution for MUCA.

Since each step of the above proof has implications in both directions, the other direction of the proof is implied. \( \square \)
D RESTATED RESULTS FROM THE LITERATURE

In this section, we will restate a few results from [2], which will help us prove the approximation factor in the main theorem of Section 6. The lemma and section numbers of these results in the original paper are mentioned within parentheses in the restated lemmata.

Lemma D.1 ([2, Section 4.2, Lemma 4]). For every agent \( i \),
\[
v_i(a^*_i) \geq v_i(a'_i) - \sum_{j \in [s, s + l_i - 1]} s.t. a'_i = 1\] \( P^*_j \) for every allocation \( a'_i \),
where, \( P^* \) is the vector of prices of slots at the end of Algorithm 2.

Let \( V(\text{ALG}) \) and \( V(\text{OPT}) \) denotes the sum of valuations of customers for the allocation \( A^* \) given by \textsc{Maa}, and that for the optimal allocation (say \( \hat{A} \)) respectively. Similarly, \( V(\text{ALG}^{-b}) \) and \( V(\text{OPT}^{-b}) \) represents the sum of valuations of every agent except \( b \) according to \( A^* \) and \( \hat{A} \) respectively. Summing it for all the agent \( i \in N \), we get the following corollary.

Corollary D.2. \( V(\text{ALG}^{-b}) \geq V(\text{OPT}^{-b}) - (k - 1) \sum_{j \in M} P^*_j \)

The following result provides a lower bound on \( V(\text{ALG}^{-b}) \).

Lemma D.3 ([2, Section 4.2, Lemma 5]). \( V(\text{ALG}^{-b}) \geq \sum_{j \in M} P^*_j - m \pi_0 \frac{r}{r-1} \)

Combining Lemma D.3 and Corollary D.2, we state the following result.

Lemma D.4. If \( m(k-1) \pi_0 \geq V(\text{OPT}^{-b}) \), then \( 2((k-1)(r-1)+1) \geq V(\text{OPT}^{-b})/V(\text{ALG}^{-b}) \).

Following the conditions in Lemma 6.5 and Lemma D.4, we fix \( \pi_0 = \frac{\max}{6m(k-1)}, r = (6m(k-1))^{\frac{1}{r-1}} \). We restate the following result about the approximation ratio from [2].

Lemma D.5 ([2, Section 5, Lemma 8]). The approximation ratio of Algorithm 2 is \( 3((k-1)(r-1)+1) \).

Finally, combining Lemmas D.4 and D.5, we get Theorem 6.9.

\footnotetext[9]{With a slight abuse of notation, we denote \( [a, b] \) to be the integers between \( a \) and \( b \), where \( a < b \).}